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HYBRID OPTICAL/DIGITAL ARCHITECTURE

FOR DISTORTION INVARIANT PATTERN RECOGNITION

I. THTRODUCTION

Machine inrtelligence for pattern recognition has long
been a dream of both industrial and military engineer:s.
Imagine a rcbot on a flight line capable of autoncrousiy
navigating its way between and through various nmaintenince
tasks. How about a smart satellite that could not only can
the earth's surface for enemy rovement, but could ~2lsc alert
one of potential aggressive acts? Perhaps we could oven
develop a tactical fighter mis:ile that locates and demsroys
its target based on the target's shape (as opposed tco ita
temperature like the easily confused heat secehing rmissile).
A pattovn recognition system that works well in a myriat of
uncontrolled environmental conditions is the essential
missing component for these and many other intelligent
systems.

To be effective for theue applications, a pattern
recognition system must work regardless of the target's
illumination, position, scale and orientation, or its
partial obstruction by scene clutter. 1t must provide
results in near real time, with a high probability ot targ:s*
detection as well as a low probability of talso alarn.

Over the years, much has bheen written about the diver:so




field of pattern recognition. To dcte, this work has
yielded techniques thac solve only the simplest "toy
problems." The majority of techniques showing any promise
employ sophisticated computer algorithms reguiring large
computers and long calculatiosn times. Unlike the many
pattern recognition techniques employing complex ccmputer
algorithms, optical information processing does not require
large scale computers, and can potentially give results at

the speed of light.

1.1 Background

In his classic text Introduction to Fourier Optics,

Joseph W. Goodman discusses a number of processes that are
the usual points of reference for all discussion concerning
optical information processing. He discusses the Fourier
transforming property of lenses [1:83-90], the Vander Lugt
filter [1:171-177], and the joint transform correlator
{1:194]. He also suggests that the well known matched
filter correlator is extremely sensitive to changes of scale
or rotation of scene objects with respect to a reference
template [1:183-184].

Employing coordinate transformations, David Casasent
and Demetri Psaltis of Carnegie Mellon University discovered
that they could improve the probability of detection of
rotated and scaled objects. They used a computer generated
hologram (CGH) to transform light intensity distributions

from x-y coordinates to log-polar coordinates (logarithm of




the radial cosrdinate). Using these features they were able
to employ matched filter correlation that was bo:h rotation
and scale invariant [2:77-84]. However, even though they
could decide whether or not a rotated and scaled cbject was
in a particular scene, they could not locate it.

Under the direction of Major Steven Rogers, Dr. Matthew
Kabrisky, and Lieutenant Colonel James Mills, thesis
students at the Air Force Institute of Technology (AFIT)
have continued to pursue pattern recognition techniques that
are both scale and rotation, as well as position invariant
[3]. Horev proposed a technique [4] implemented as a
computer algorithm by Kobel and Martin [5] that provided all
of these features. Schematically pictured in Figure 1, this
technique first performed the two dimensional Fourier
transform (FT) on the input object, then performed the log-
polar coordinate transformation (LPCT) on the magnitude of
the Fourier transform (|FT|?), followed by correlation with
a template. Casasent and Psaltis proposed an optical
implementation of these few steps, but the Kobel-Martin-
Horev (KMH) algorithm didn't stop there. Using the
correlation data, they found the proper scale and rotaticn
of the target within the scene, and rectified (corrected)
the template to reflect these. This, coupled with some
additional processing, allowed them to locate the target.

Troxel augmented the KMH algorithm with artificial
neural network processing to perform target recognition on

range imagery [6]. Using features that described the shape
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of autocorrelations and crosscorrelations of target objects,
his multilayer perceptron was trained to classify various
targets. However, like Kobel, Martin and Horev's work, his
algorithm was far too slow to be considered much more than
an interesting result.

The need to reduce the computational load on this
pattern recognition technique was paramount if it was to
have any application. The obvious choice at AFIT was to
attempt an optical implementation of the KMH algorithm. One
optical architecture was originally suggested by Miazza [7].
The greatest hardware requirements for this architecture
were two types of spatial light modulators (SLMs), a
magneto-optic SIM (MOSLM) and a liquid crystal light valve.
These devices were still in developmental stages, so they
were very expensive, in fact, AFIT has yet to receive
adequate financial support to purchase the liquid crystal
light valve. However, that has not halted research here.

Using the Casasent-Psaltis technique, Mayo implemented
the LPCT of various objects. He began his work using a
Litton MOSLM as an input image device, but had to return to
glass slides when the device failed [8]. This first attempt
set the foundation for further developments by Childress and
Walrond [9]. Their work aiffered from Mayo's in that they
performed the LPCT of the |FT|° of input images, not just
the LPCT of the images themselves. Moreover, they verified
that correlation in this LPCT-|FT|? space could provide the

proper scale and rotation for template rectification.




However, their research stopped short of using this scale
and rotation information to continue target identification
in the original scenes. Their work suggested the viability
of optical implementation, but they had no continuous
process (the steps were implemented piecemeal, and a
mainframe computer, as well as human judgement, were
required for intermediate calculations), so they fell short
of a real time, continuous process.

The joint transform correlator (JTC) suggested by
Weaver and Goodman [{10], has gained new interest in
professional publications recently. Javidi, Gregory, and
Horner [11] have done theoretical and experimental research
with both liquid crystal televisions (LCTVs) and MOSLMs.
Interest has peaked because these two devices can nake
possible real time implementation of a correlator. However,

these correlators are not scale and rotation invariant.

1.2 Problem Definition

A large step in optically implementing a KMH type
pattern recognition scheme as a continuous process is the
development of a working optical correlator. This
correlator could be used to find the proper scale and
rotation as suggested by the KMH algorithm. It could then
be used to correlate the original scene (or perhaps an
enhanced scene) with a rectified template to acquire the
target's location in the scene. Once the target was

acquired the correlator could be used as a tracker.




1.3 Scope of Thesis

The first major goal of this thesis was to develop
software for personal computer (PC) control of the MOSLM and
the two charge coupled device (CCD) cameras connected to the
framegrabber card. Since development of techniques
applicable to real data was the goal, this process also
included preparation of available forward looking infrared
(FLIR) image data as sample input images for display on the
MOSLM. These FLIR files were eight bit grey scale arrays of
240X640 pixels, so considerable effort needed to be taken to
make them useable in a JTC that employed a binary 128X128
pixel MOSIM. The binarization of images for use in hybrid
optical systems is a major problem to be addressed, because
the techniques used for binarization can drastically affect
results.

The next goal was to implement in hardware an optical
JTC like those suggested in the publications. Using FLIR
imagery, as opposed to some sort of "toy" data, provided a
significant first step toward evaluating this technology for
practical applications. Several improvements were made upon
published designs of the JTC, and these data were used in
experiment, as well as simulation, for verification.

The final goal was to design and test a hybrid
optical/digital architecture for distortion invariant
pattern recognition. The system, pictured in Figure 2,

could potentially perform the LPCT process necessary for




position scale and rotation invariant (PSRI) pattern
recognition. As part of this third goal, a sample of the
CGH created by Mayo [8] and Hill [12] was compared with one
temporarily on loan from Perkin-Elmer. Correlation of test

objects using the LPCT-|FT|? features was also performed.

1.4 Approach

Optical data flow through this architecture followed
one of two paths (see Figure 2). First binarized images
were displayed on the MOSLM by the PC. Next, the |FT|° of
the image was detected at CCD1, and the LPCT of the image
was detected at CCD2. By throwing a manual switch, the
operator could decide which CCD camera would be connected to
the framegrabber in the PC. (This manual switch could
easily be replaced with a PC controllable one in the
future.) Once the PC had captured the data, it could
perform calculations on it, and where appropriate, display
binarized versions of these captured frames on the MOSLM.

To acquire the LPCT-|FT|° features, a binarized image
was displayed on the MOSLM. CCD1 detected the |FT|% of the
image and the PC displayed its binary representation on the
MOSIM. <CCD2 detected the LPCT of this binarized IFT|2 and
the PC saved the frame for later use.

To perform correlation in this architecture the PC
displayed a frame on the MOSIM. This frame had a template
(t(x,y)) centered on the bottom half and a scene (s(x,y))

centered on the top half. CCDl detected the joint power
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spectrum, or joint transform, of t and s. The PC binarized
this joint transform and displayed it on the MCSIM. CCD1
then detected what will be called the correlation plane. ©Cn
axis was the autocorrelation of t (C,) plus the
autocorrelation of s (C,) . Above and below these
autocorrelations was the crosscorrelation of t and s (C.,) -
The PC located the correlation peaks in the
crosscorrelations, interpreted the results as candidate
target locations, (or perhaps scales and in-glane
rotations), and reported results.

Using the LPCT-|FT|? features of a scene and a
template, correlation was to provide the proper scale and
in-plane rotation of the target in the scene. This was true
since in this feature space shifts of the correlation peak
along one axis relate to scale changes, while shifts along
the other axis relate to in-plane rotations. Using this
information, the template could be rectified to reflect
these, and correlation in the original scene space would

yield the target's location.

1.5 overview of Thesis

This thesis is divided into six chapters and seven
appendices. The chapters are used to discuss general
concepts and results, while the appendices are reserved for
details on equipment as well as computer code.

Chapter I, this chapter, serves as an introduction to

the thesis topic. Chapter II discusses basic concepts such




as correlation, joint transform and coordinate
transformation, and describes in greater detail, the hybrid
architecture. Chapter III describes the JTC, discusses some
important engineering decisions associated with it, and
presents experimental results. Chapter IV describes the
LPCT and presents experimental results for both the Perkin-
Elmer sample CGd as well as the Mayo-Hill CGH. Chapter V
describes a few details concerning the PSRI architecture and
presents experimental results of the correlation of the
LPCT-|FT|° features. Finally, chapter VI summarizes the
results, presents conclusions, and provides recommendations
for potential future research effort.

Appendices A through C provide detailed information
concerning the MOSLM, framegrabber system, and sample FLIR
data respectively. Appendices D through F discuss the use
of tools available on various systems that may assist in
documentation. Finally, Appendix G describes software used
for equipment control for the continuous process that makes

up the hybrid system architecture.

11




II. BASIC CONCEPTS

This chapter discusses several concepts central to this
thesis. First, theoretical developments of correlation and
the joint transform correlator will be presented. Next, the
concept of a scale and rotation invariant feature space will
be presented, followed by discussion of the KMH algorithn.
Finally, the hybrid optical/digital implementation of a

variation on the KMH algorithm will be described.

2.1 Correlation

Correlation is a mathematical process that provides an
estimate of the similarity between two things. The process
is simply described in layman's terms for target
recognition. A picture of what the target looks like (known
as a template) is compared to all locations on a picture of
a much larger scene (imagine a transparent template being
passed over the scene picture). At each location a number
(the correlation) is returned that represents the similarity
between the template and the scene at that location. If tie
scene 1is appropriately normalized, then at the locations
where the scene and template agree most, the correlation
will be the largest (this will be referred to as the
correlation peak), and, if the correlation peak 1is greater
than some threshold, that location could be identified as a
target. The shape of the correlation peak has also been

used for locating targets and is a possibie alternative or

12




supplement to this threshold detection technique [6].

Distinction between autocorrelation, crosscorrelaticn,
and just plain correlation is necessary at this point.
Autocorrelation refers to the correlation of an objact with
itself. Crosscorrelation refers to correlation of one
object with another. 1In most articles, use of the word
correlation without a prefix will mean crosscorrelation.
Another point of confusion to look out fcr is the use of the
word autocorrelation for a crosscorrelation that correctly
identifies a target. These will be avoided from here on in
this thesis.

Goodman provides this mathematical description [1:17%5 :

C(x,¥) = s(a,B)*t(a,B) (1)
@® [‘\CD .
= J s(a,B) t (a-x,B8-y) d.i° ()

= 3SUS(F FIT (Foi £ ()

where o and B are dummy variables, s and t are scenc and
template input image intensity distributions, and S and T
their respective Fourier transforms. The symbol 3
represents the inverse Fourier transform, * stands for
correlation, and " means complex conjugate. The variabie:s
f, and r, are used to represent the spatial frequencies
associated with the x and y cardinal directions. Note that
C,, represents the crosscorrelation of s and t. By

replacing t with s, the above equations would represent the

autocorrelation of the scene. However, as was mentioned in

13




chapter 1, the notation will be C, not C . Similarly, C,

will denote the autocorrelation of the template.

2.2 Joint Transform Correlation Theory

One way of acquiring the C, of real valued inputs wio
suggested by Weaver and Goodman [10]. Figure 3 picture:s o
scene and a template, both displayed in a single input
plane. The scene is centered in the top half ot the planc
at a location (0,Y/2) and the template at (0,-Y/2). ‘The
converging lens, placed exactly one focal length away tros
the input ard ountput planes provides a Fourier
transtormation on the input. That is to say that 1t the
input plane is a two dimensional transmission functicn, and
it is 1lluminated with a uniform amplitude plane wave, then
light appearing at the cutput plane would have 1
distribution equal to the Fourier transform of the input
plane's transmissivity both in phase and ampiitude. The
spatial froequencies f and f, can be related to physical
dimensions biy:
£, = x/ vt and f, = y/ £ ()
where \ is the wavelength of light and f is the tooal
length. Furthermore, shifts of an object in the input plane
results only in phase variations in the Fourier transtorms in
the output plane. These are well known facts, and turther
development can be found in any book containing chapters on
Fourier optics. Therefore, no further developrent will be

presented on this concept her=.

14
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Figure 3. Goodman's Optical Arrangement

Given that this optical arrangement can tcurior

transform the input, and that shifts in the input

phase differences in the output, Goodman's {iooev

be developed. The input plane can be represonte i b

equation:
i(x,y) = s(x, y=-¥/2) + t(x, y+¥/2)
whose Fourilier transform 1is:

-jﬂny - )T
I(F,f) = S(f,f,) e FT(fL 1) e

However, available detectors only measure the intirnc;cy

light incident upon them, not the amplitude ani pha:

this intensity distribution can be representeod 1o

. LI BN
[T, f) " = IS(F.F,) @ TP

SISO e T )
FS(FL )T (fL ) e

+ S'(fx,fy)T(fx'f») e
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If this intensity distribution is now placed in the input
plane of this optical arrangement, the resultant output
plane will be:

O(x,Y) = C(xX,¥Y)+C (X, ¥Y)+C  (x,y=Y;+C  (x,y+Y) (8)
Figure 4 depicts what this output plane will look like in
general. Notice that the two crosscorrelations appear above
and below the central autocorrelations and they are offset
from the origin by the distance Y. It can be shown that to
avoid overlap of the auto- and crosscorrelations, the input
scene and template must be separated by at least the sum of
3/2 of the larger's vertical extent plus 1/2 of the
smaller's vertical extent. This issue is important and is

discussed in greater detail in Chapter III.

y

Figure 4. Typical Correlation Plane
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2.3 Scale and Rotation Invariance

One weakness of crosscorrelation as a tool for locating
targets in a scene is that frequently the target may not
have the same scale or orientation as the template being
used. How much impact this might have on crosscorrelation's
ability to locate targets will vary greatly with the
application. Clearly, a circle's shape doesn't vary with
rotation. However, crosscorrelations of irregular shapes,
especially edge enhanced ones, will suffer dramatically when
the template is improperly scaled or rotated. 1In general,
more than a few degrees of rotation, or a few percent of
scale change will typically make a target unrecognizable by
correlation techniques. One solution to this problem would
be to crosscorrelate scenes with templates of all possible
scales and orientations. This would work, but the large
amount of processing necessary would make such a system too
slow or large to be useful.

Cassasent and Psaltis proposed a feature space that
would provide correlations that were scale and in-plane
rotation invariant [2]. They suggested that the magnitude
of the Fourier Transform be mapped in rectangular
coordinates with flog(ry @loNg the vertical axis, and f, along
the horizontal axis. In this feature space,
crosscorrelation would turn changes in scale to vertical
shifts and changes in-plane rotation to horizontal shifts of
the correlation peak. The problem was that although a

strong correlation peak with these features would indicate

17




the presence of a target, it would not locate it within the
scene (Not to mention that out-of-plane rotations would

still require multiple templates).

2.4 KMH Algorithm

To tackle the in-plane rotation problem, Horev used
these LPCT—IFT(2 features to determine the scale and
rotation of the target within the scene [4]. Using this
information the template was rectified to reflect the proper
scale and rotation. The amplitude of this new template's
Fourier spectrum was combined with the phase of the scene,
then inverse Fourier transformed. The result was a scene
with an enhanced target. Kobel and Martin crosscorrelated
this new scene with the rectified template to acquire the

target's location [5}].

2.5 Hybrid Optical/Digital Architecture

As was mentioned in Chapter I, attempts at implementing
this algorithm in optics has occupied a number of people
here at AFIT over the last few years, but so far, only
limited results have been achieved. A hybrid
optical/digital architecture was implemented for this thesis
effort that employed the JTC discussed in section 2.2. It
also employed a CGH to perform the necessary coordinate
transformation. Two significant differences between this
architecture and the KMH algorithm are that the input device
is binary, and no capability for phase reinsertion is

provided.
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A schematic diagram of the architecture was presented
as Figure 2 in Chapter I. Figure 5, on the following page
is a flowchart of the processing performed by this
architecture. Suggestions for improvement of this

architecture are offered in Chapter VI.

2.6 Summary

This chapter discussed several concepts key to the
understanding of this thesis. Correlation was defined and
the principles of the JTC were presented. The notion of a
scale and rotation invariant feature space and the KMH
algorithm were also presented. Finally, the hybrid
optical/digital implementation of a variation of the KMH
algorithm was described.

Chapters I1I, IV, and V, discussing the JTC, LPCT, and
the hybrid system architecture respectively, should now be

easier to comprehend.
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ITI. JOINT TRANSFORM CORRELATOR (JTC)

This chapter presents information about the JTC.
First, a summary of published material on the subject will
be presented. Next, engineering issues relating to the
implementation of the optical JTC will be presented.
Finally, theoretical and experimental results using FLIR
data will be presented. The design and implementation of a

JTC is the most significant goal of this thesis effort.

3.1 Current Knowledge

T 1966, Joseph W. Goodman and C. S. Weaver published
the article "A Technique for Optically Convolving Twc

Functions" in Applied COptics [10] (this work was sponsored

by the USAF Avionics Laboratory). From their work using
film, the experimental JTCs employing MOSLMs, LCTVs and
deformable mirrors [13] have evolved.

More recently, a number of articles have been written
by various authors on the JTC. The attraction of this
technique of correlation is that: 1) correlation at
television frame rates (30 frames/second) is possible; and
that 2) alignment is not nearly as critical as the Vander
Lugt filtering technique [14].

In an article by Bahram Javidi (who has received
support from the Rome Air Development Center detachment
operating at Hanscomb AFB, MA, Dr. Joseph Horner), the

performance of various techniques of correlation are
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compared [15]. He concludes that a binary JTC (the Fourier
plane intensity is binarized based upon a median value
threshold) outperforms the Vander Lugt matched filter
correlator, the binary phase only matched filter correlator,
and the grey scale (or classical) JTC.

The intuitive reasoning here might be that the
binarized fringe pattern would be closer to a pure
sinusoidal pattern (actually it is more like a square wave),
which would result in sharper peaks (more like an ideal
delta function) in the correlation plane than that of the
classical JTC. Vander Lugt matched filtering should yield
results similar to the classical JTC, so the improvement
there is plausible. The reason for the improvement over the
binary phase only matched filter technique was not obvious,
but was not investigated during this thesis effort.

Also notable amongst the researchers is Don A. Gregory
(with U. S. Army Missle Command, Redstone Arsenal, Alabama),
who has performed research using LCTVs and sponsored other
work performed by Francis T. S. Yu employing MOSLMs. They
co-authored an article "Illumination dependence of the joint

transform correlation" that appeared in Applied Optics [16].

In this article, the problem of having a template that is or
a different intensity than a target within the scene is
presented. This problem has always received much attention
here at AFIT, and the AFIT solution is to locally energy
normalize the scene before trying to do any further

processing [17].
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In another article by Yu and Gregory, the ill effects
of fringe binarization are addressed [18]. The assumption
in this article was that fringes were binarized based upon
some fixed threshold value like Javidi's work. However,
that was not the case for the technique used in this thesis
(see Figure 6).

Binarization of the fringes was performed by
subtracting the intensity detected in the Fourier plane from
displaying just the scene (]S|?) from that detected from
displaying both the scene and the template (|S + T'Z or the
joint transform). This difference was then compared to a
threshold. If it was greater than the threshold, then that
pixel would receive a one, if less, a zero.

This technique yielded three benefits: 1) it eliminated
C, from the correlation plane which allowed the scene and
template to be closer together (refer to the mathematical
development in section 2.2 if this is not clear); 2) it
improved the quality of the fringes displayed on the MOSLM,
as will be evidenced later in this chapter, and therefore
increased the size of the crosscorrelation peaks; and 3) it
eliminated many of the false alarms and missed detections
that Yu and Gregory identified for their binarization

technique.

3.2 Engineering Issues

This section presents information relating to

ergineering decisions made in implementing the JTC with real
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FLIR data. It is divided in six subsections: 1) Detection
Limitations; 2) MOSLM Limitations; 3) Input Data;

4) Fringe Binarization; 5) Spatial Frequency Components; and
6) Correlation Plane Interpretation.

3.2.1 Detection Limitations. In Goodman's original

setup using film, he was concerned about the ability of the
film to maintain its square law operation over a broad
dynamic range of intensities. This is also a proklem for
CCD cameras. In fact, even more significant is a vhenomena
known as "blooming" that was discussed by Mayo [8:37], and
reitterated by Childress and Walrond [9:23]. When a region
of the detector array is very brightly illuminated, pixels
along the horizontal axis of the array will also be excited
into saturation. For these reasons the selection of neutral
density filters to be placed in front of the camera was
critical. The decision was complicated further by the fact
that the same camera was used to detect both the Fourier
plane and the correlation plane, which typically had
different energy distributions. A trial and error technique
was employed for filter selection.

Several other sources of error occured in the detection
process. Typically, detector arrays are made up of discrete
pixel elements (the SONY model XC-38 camera used in this
experiment was a 384 (H) X 491(V) array). Response of the
individual pixel elements is not identical, therefore the
first source of error is introduced. Since the camera's

output was NTSC video, an analog signal, some error must be
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occuring in the process. The AT&T TARGA framegrabber
digitized pixels into eight bit grey scale creating a
quantization error. Its array was only 400 rows X 512
columns (400X512), which represented a region on the display
monitor slightly smaller than the entire monitor in both
dimensions. Obviously, sampling errors are occuring
throughout the detection process. Noise too is being
introduced at each step along the way.

Childress and Walrond purchased a charge injection
device (CID) camera and framegrabber system that had pixel
elements in the framegrabber matched with those in the
detector array. This SPTRICON system would clearly |
eliminate some of the sampling errors, and CID cameras do
not suffer from blooming eicher. The nonuniformity of
response would still be a problem; in fact, the provided
software includes a bad pixel file for the camera that
accounts for some of this. Unfortunately, this expensive
system was inoperative at the start of the thesis effort,
and was committed to another thesis while repairs were being
made. Should it become available for a follow on, it should
be noted that software control of the framegrabber is not
possible without the purchase of additional custom software
from the manufacturer.

Additional information on the CCD camera and the TARGA
framegrabber system is available in Appendix B.

3.2.2 MOSIM Limitations. For those uninitiated to

MOSLM operation, review of Appendix A is advised before
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reading this sectioun.

Perhaps the biggest limitation in the ~peration of the
MOSLM is its binary operation. Of course, Javidi does not
see this as a limitation, since his work suggests that
binary operation in the Fourier piane is supericr. However,
a grey scale input image device, like a LCTV, might be more
versatile. The great advantage claimed by MOSLMs is that
their contrast ratio (the difference between an on and an
off pixel) is as high as 30 dB. The much cheaper LCTVs
(about $100 apiece) are steadily improving, but are not as
good. Another student at+ AFIT, Kenneth Hughes, reported a
maximum of 11 dB for the LCTVs used during his thesis
[19:417.

The MOSLM used for this thesis had only 128X128 pixels
wihiich was also a limitation. Semetex, the manufacturer,
reports devices as large as 1024X1024 pixels. The defects
in the 128X128 pixel devices available at AFIT (that sell
for more than $10,000 apiece), suggest waiting for
technological improvements.

The device used in this thesis had two full adjacent
rows near the center that were inoperative. 1t also had a
pair of rows that responded to writes to the other. Several
individual pixels would be written to when not addressed,
while others would not respond to writes. Figure 7
demonstrates the effccts ¢cf these defects on a test pattern
used in the LPCT experiments of chapter 1IV.

Two 128X128 devices arrived at AFIT in the fall of
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Figure 7. Test pattern: a) as intended:; b) as displayed on
defective MOSIM.

1988. They were factory aligned to write to one pixel at a
time instead of the optimal eight pixels at a time. The
effect here is that the devices could only operate at less
than the maximum 300 frames/second rate. Attempts at
alignment of these devices for eight pixel operation failed,
so the maximum obtainable, two pixel operation was used.
Shortly after the realignment, one of the devices began
to demonstrate eratic behavior and is now unusable,
Fortunately upon delivery of the MOSIMs, the manufacturer
had acknowledged substandard performance in that array.
They delivered a replacement array in the summer ot 1989 and
work has begun on replacing the defective array. A
valuable, but fortunately not costly, lesson has been
learned here. To increase the number of pixels that can be
written at a time, it is necessary to increase the current
to the device. As 1s the case with most nonlinear optic

materials, this risks destruction of the device. Although
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it is not clear whether or not that occured, one cheuld
exarcise caution, and wait for the euperts at Ser:.tou to
improve their technology before being concerncid wisi oy i,
After all, these are developmental devices. Incii-nrally,
replacement arrays are currently running about $2: 00

3.2.3 Input Data. The FLIR data available was

provided by the US Army and contained ground vehicles in

open fields. This data may be useful for testing ccale

invariance in the future, but will not provide a realistio

rotation testing capability. Future developnents - ight

include synthetic aperture radar (SAR) data, or lasor ranqge

data, amongst others, as candidate applications. #

Several frames containing the same targets at the same
range were available. These frames were taken at littcront
times of the day, and the targets do not occupy th: oare
pixels in each frame.

The infrared images, in their original forn, were
240X640 pixels, each represented using an eight bit grey
scale. However, close inspection of the imagery revealed

that every other line was lighter than the one adjacent to

it. To remedy this, the imagery was reduced by .wo in both
dimensions. This was accomplished by averaging a 2N pilxoi
area into 1 pixel; the resultant image would be 120N320

pixels. In fact, the software written to perform this

conversion creates a 71X320 pixel file by eliminating =ore

rows above and below the targets. Fiqure 8 pilcturcs onoe of
these 71¥320 grey scale images (8a), as well as varilious
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binary images that should clarify the rest of this section.
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Figure 8. FLIR imagery: a) 71x320 1image; b) a binarized on
scene average threshold; c) a binarized on local 3X3 average
threshold; d) c "ANDED" with b; e) a binarized on 1.5 times
scene average "ANDED" with ¢; f) demonstration of subscene
overlap.

Next, the images were binarized so that they could be
displayed on the MOSLM. The scene average pixel value was
used as a threshold for binarization (8b). As a localized

adaptive energy normalization technique, a local 3X3 pixel
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area's average was also used to threshold (8c). Figure 8d
was created by performing a pixel by pixel "AND" operation
of these two binary images. The resultant scene highlighted
pixels that were both brighter than their surrounding area,
as well as brighter than the average of the entire scene.
Typically, targets are much hotter than their surrounding
background, so using a value slightly larger than the scene
average in 8b would further reduce scene noise, without
deleting many target pixels, improving signal to noise ratio
(8d becomes 8e). Although software allowed for variations
of this scene threshold (say to 1.5 times the scene
average), the experimental results presented later in this
chapter will use the noisier, scene average thresholded
scenes (8d instead of 8e). This is to demonstrate the
correlator's robust performance even under less than ideal
conditions. The less noisy scenes give even higher
correlation peaks.

The software, located in Appendix C, creates four
45X128 pixel scene files for use in the JTC. This allows
for a 64 pixel overlap between files, which ensures that at
least one of the four partial scenes will contain the entire
target (8f). The reason for the restriction of 45 pixels
vertically is explained in section 3.2.4.

Templates were created by hand segmenting binarized
scenes with assistance from some software that restricted
them to an area of 29X65 pixels. Experimental results

include templates from one scene correlated with either the
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same scene, or a different scene.

3.2.4 Fringe Binarization. Redisplay of the intensity

distribution detected in the Fourier plane onto the input
device must take into account several issues. The ideal
correlation peak will be a delta function (a double delta if
both crosscorrelation regions are considered), which means
that the redisplayed Fourier plane would ideally be a
sinusoid. Unfortunately, real targets in real scenes will
not provide perfect sinusoidal interference fringes in the
Fourier plane (This isn't Young's double pinhole experiment)
and binarization will distort a sinusoid to a square wave at
best. Furthermore, the effect of redisplaying the fringes
on a pixelized device like the MOSIM will create multiple
orders of the correlation plane. These multiple orders may
overlap if intelligent display of the input images is not
exercised. By restricting the scene to just 45 rows, the
maximum separation of scene and template was small enough to
avoid this overlap.

Typically, binarization of the detected Fourier plane
is accomplished using a simple threshold. Since
interference is not generally completely destructive, many
relative lows in the fringe pattern can be missed using this
technique. This is particularly true of the frequency
components of the greatest intensity.

As was mentioned before, the techniques used during
this thesis (see Figure 6) can provide improved results.

After the scene and template are displayed together and the
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joint transform is detected in the Fourier plane, the scene
alone is displayed and its Fourier transform is detected.
The next step is to subtract the two and threshold the
difference for binarization. The effect is to highlight
pixels with constructive interference and reduce pixels with
destructive interference. The simulation presented later in
this chapter demonstrates this quite dramatically. Two
techniques of thresholding at this point were attempted
during experimentation. First, a threshold of zero was
chosen, then a threshold of the average difference was
chosen. The latter proved to be slightly superior in
experimentation.

Two additional benefits were gained from this
binarization technique. First, the effect of noise and
nonuniformity of response was reduced with the subtraction.
Second, the |S|% term was eliminated which allowed the scene
and template to be brought closer together in the original
input frame. 1In fact, it was this latter result that
originally motivated trying this technique.

3.2.5 Spatial Frequency Components. Much debate over

which spatial frequencies contain the essence or Gestault of
an object has occured at AFIT [17]. In general, it is the
lower spatial frequencies that usually allow a target to be
detected since they are usually of greater amplitude, and
the higher ones that allow a target to be classified since
they carry the detail of an object.

To ensure good performance from the JTC, the focal
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length of the Fourier transforming lens (L1 of Figure 2) was
chosen to include approximately one full diffraction order
on the camera (CCD1l). This resulted in the choice of a
converging lens with a 500 mm focal length.

Since the MOSLM allowed only 128X128 pixels to be
displayed, a 256X256 pixel scction was detected and reduced
before binarizing. The net effect was that spatial
frequencies only as high as about a three MOSLM pixel period
tﬂ/z ON, 1%@ OFF) were detected. The reduction from
256X256 to 128X128 reduced some of the noise and
nonuniformity of response effects, but also reduced the
clarity of the more closely separated fringes. This reduced
clarity had impact on the maximum allowable separation of
scene and template in the original input frame. Therefore,
this was another driving force that was applied to the
ultimate selection of the 45 pixel hiyh scene's location.

One digression is perhaps necessary here. The approach
used in this thesis was more akin to a technician making the
most of inadequate resources, than that of an engineer
pursuing an optimal design. As an example, the choice of
the lens focal length was driven more by available lenses on
the laboratory shelf than anything else. Many other
decisions that seemed appropriate at the time may prove to
be erroneous given proper modelling. Likewise, the choice
of 45 pixel rows and the scene's location were driven by the
bad lines in the MOSLM as well the more technical issues

mentioned above. There's nothing magical about 45 rows, it
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just worked well consistently!

3.2.6 Correlation Plane Interpretation. Obviously the

first step in interpreting the correlation plane results is
to first detect it. The question at this point is which
portion of the plane should be observed. The final decision
was to framegrab a 320X256 pixel region and reduce it to
160x128 pixels. This frame reduction was done with noise
reduction in mind. As was mentioned before, it may not
prove to be the most prudent decision after further analysis
is done. This 160X128 pixel region could be divided into
three distinct parts, a central autocorrelation and an upper
and lower crosscorrelation (see Figure 4 in Chapter II).

The peak detection routine searched the upper and lower
50x128 pixel regions for the top ten values in each.

These were rank ordered by their grey scale pixel value.

(A sneak preview of the figures of section 3.4 may also
clarify the ensuing discussion.)

If two peaks on either half were within 5 pixels of
each other, they were combined by eliminating the lower
valued one from the list, and adding five to the larger
one's top ten list value. This eliminated redundant
accounting for the same target location while acknowledging
the presence of a wide correlation peak due perhaps to
imperfect focusing.

Stray reflections, noise, and nonuniformity of response
could also cause peaks in one crosscorrelation region that

had no corresponding peak in the other. These were

35




accounted for by checking the two top ten lists to ensure
that a candidate target location appeared in both lists.
With the exception of the number one value, if a peak
location in one crosscorrelation was not mirrored by one in

trz othe~-

Xo , % w25 eliminated fror tlc top ten list.

These two processes did help reduce the number of
candidate target locations identified by the correlator.

One issue not discussed yet is that of relating
correlation peak location to that of candidate target
location. Since alignment might distort the theoretical
correlation peak locations, the system was calibrated for
peak interpretation. Two small identical annuli, whose
locations were known a priori, were used as template and
scene objects in the original input frame. The location of
their correlation peaks acquired after running them through
the JTC were stored and used for calibrating the setup. The
scene annulus was successively placed in each of the four
corners of the scene space and correlated with the template
annulus placed at the customary template center. Subsequent
correlations using FLIR images would recall these
calibration peak locations and linearly interpolate to
relate peak locations to candidate target locations in the
original scene.

The final display output of the JTC was the original
input frame with an "X" at every candidate target location.

The brightness of the "X" on the monitor was determined by

the top ten list value for that location. Original binary
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input frame pixels were displayed as fully bright (Hex FF)
or fully dark (Hex 00).

In addition, a scene that was segmented based on the
tenplate size and the candidate target locations was also
dispiuy-d. Thicz segmented scene cculd kb~ Luin Lhirocugn the
correlator again for better terget discrimination, since
this segmentation process reduced scene clutter.

3.3 Simulation Results

The results of two simulations will be presented in
this section. The first is a comparison of the classical
JTC with that of a binary JTC using a mean value threshold,
and one using the thresholding technique employed in this
thesis. All three use binarized FLIR images as inputs.

The second is a comparison of classical JTCs employing the
four combinations of binary and grey scale scenes and
templates. This simulation demonstrates the importance of
energy normalization.

The simulations were performed using Imaging Technology
image processing equipment made available by the
Aeronautical Systems Division (ASD\ENAML). Software to
convert TARGA file formats to those of the Imaging
Technology equipment and vice versa are in Appendix E.

The Imaging Technology system does not retain DC values
in calculating its fast Fourier transform (FFT), and its
output is always eight bit grey scale normalized to the
maximum value. This may not suffice for some of the more

rigorous readers, but does adequately demonstrate the point.
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Figure 9 is a comparisoii of various JTCs that each
treat the joint transform plane differently Frame a) is
the original input frame with the scene binarized like
Figure 8d (the "ANDED" version); b) is its joint transform;

. SR S S SR Vo m o . LI IR . r 2 | mmi2 <
na <, Is Ca:c cliassical JTC correlaticn FaTNC (I .C. jiay S

‘\

b). The correlation peak that locates the target appears as
a black dot above and to the right, and below and to the
left of center. Frame d) is b binarized on the mean value
of the entire frame; and e) is the correlation plane
generated by this fringe binarization technique. The peak
in e is narrower than the one in ¢, (usually an indicator of
correlator performance, the narrower the better). However,
since the Imaging Technology equipment normalizes the output
to a maximum value, comparisons of absolute values will not
be useful here. Frame f) is the Fourier transform of the
scene alone; while g) is b minus f binarized on the sign of
the difference. Finally, h) is the correlation plane
created by g, which is the technique used for the later
experimental correlations using optics. Notice the lack of
a large central autocorrelation in h).

Figure 10 contains side views of surface plots for the
three correlation planes. Figures 10a and 10b are the views
along the vertical and horizontal directions of figure 9c
respectively. Similarly, 10c and 104 relate to 9e, and 10e
and 10f relate to 9h. The immediately noticeable difference
between 9h and 9c or 9e is the lack of a large central

autocorrelation in 9h, due to the subtraction of the |FT|?
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JTCs: a) input frame; b) joint
transform; c) correlation plane from b; d) b binarized on
mean; e) correlation plane from d; f) Fourier transform of
scene alone; g) Binarized difference between b & f; h)
correlation plane from g.

Figure 9. Simulation of

of the scene alone. A second, but perhaps less conclusive
(or apparent) fact is that the noise floor about the
correlation peak is lowest for 9h.

One explanation for the improvement of 9h over 9e is as
follows. Figure 1la shows a cross section of a typical 2D
Fourier transform of a scene. Figure 11b shows the same
scene joint transformed with a template. Notice that when a
threshold line is drawn, some of the fringes both in the
high intensity area and the low intersity area can be lost.
Figure 11b can be thought of as the interference fringe

pattern superimposed upon the scene's bias signal. Figure




(e) (f)
Figure 10. Sideview of surface plots of correlation planes
in Figure 9: a) along vertical direction of 9c¢ (classical
JTC); b) horizontal direction of 9c¢; ¢) & d) same as a & b
for 9e (simple binary threshold); e) & f) same as a & b for
9h (scene subtracted).
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l1lc shows what happens when the bias is removed by
subtracting 11b from 1lla. Notice that a thresheld will now

capture all of the fringes.

Figure 11. Explanation of improved binarization technique.
Cross sections of 20 Fourier transforms from top to bottom:
a) scene alone; b) scene and template showing one possible
very bad simple threshold; c) b minus a showing improved
threshold technique.

Figure 12 compares the effects of grey scale versus
binary inputs to a classical JTC. It is divided into four
cclumns of three frames. The first row displays the
original input frames to a classical JTC. The second row
are their respective joint transforms and the third row
their correlation planes. The various combinations of
greyscale and binary representations are present for both
the scene and template. The significant result here is that

only in the binary-binary case is their a clear winner for

the highest correlation peak which correctly locates the
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armored personnel carrier. In all other cases, cither the
tank wins out, or it is a close contender (along with a non

target bearing zone roughly in the middle of the scene).
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Figure 12. Simulation showing input binarization effects on
the classical JTC: column a) input, joint transform, and
correlation plane for binary scene and template; b) same for
grey scale scene and binary template; c¢) same for binary-
grey; d)same for grey-grey.

To make interpretation of Figure 12 slightly easier,
Figure 13 is offered. Frames a through d represent side
views of surface plots of the four correlation planes. They

are along the vertical direction, and include only the top

crosscorrelation region of the plane. Note the large peak
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Figure 13. Sideview of crosscorrelation region of
correlation planes in Figure 12. Notice large peak for
binary scene and template inputs in a) only.

on the right hand side for 13a. The peaks in all four
frames correspond to the dark spots in the crosscorrelations

of Figure 12.

3.4 Experimental Results

Only a sample of the many scenes correlated with
templates are presented here. 1In general, they will be used
to illustrate various points, not to serve as evidence of

the functioning correlator.
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The quality of the pictures here is not the kest. For
that reason, viewing a video tape of these images, that was
created and left behind with the thesis advisor Dr. Steven
Rogers (Major), nay be preferred.

All of the pictures have the same layout, reading left
to right then top to bottom: a) is the input frame
containing both the scene and image; b) is the optically
generated joint transform; c) is the optically generated
Fourier transform of the scene alone; d) is the binarized
version of the difference between b & c; e) is the optically
generated =~orrelation plane; f) is e with the central
autocorrelat_.on region removed, peak locations are marked
with & "+"; g) is the original input frame with candidate
target locations highlighted with "X"s; h) is the input
frame after segmentation based on candidate target location
and template size; i) 1s the original FLIR scene before
binarization for display on the MOSIM. The first
correlation is performed using the technique discovered
during this thesis effort. The average difference (as
opposed to the sign of the difference like the simulation)
between the pixel values of the joint transform and those of
the Fourier transform of just the scene was used as a
threshold for binarization. The results are pictured in
Figure 14.

Figure 15 shows the effects of using just a mecan value
threshold for binarization on the joint transform planc.

although the Fourier transform of just the scene is
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Figure 14. Hybrid JTC correlation using average difference
for binarization threshold in the joint transform plane.
Notice X on target.

pictured, it was not used in the binarization process.
Notice that this correlation did not locate the target (no X
appears) .

Figure 16 is like Figure 15, except that the median
value was used for binarization instead of the mean value.
This median value was the basis for Javidi's work. Notice
again, that the correlator failed to locate the target (the
Xs miss the target).

Figure 17 is like Figqgure 14, except that a zero
difference (i.e. the sign of the difference) between the
joint transform and the Fourier transform of the scene alone
was used, rather than an average difference for

binarization. The correlation peak is slightly smaller
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Figure 15. mean value of
the joint transform plane for binarization. No candidate
targets identifed (no Xs).

Figure 16. Hybrid JTC correlation using the median value of
the joint transform plane as a binarization threshold.
Notice false alarms and missed detection (Xs appear in wrong
spot) .
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T

here. The target was still found, but an on-axis bright

spot was identified as a correlation peak as well.

Figure 17. Correlation using zero difference as a
binarization threshold in the joint transform plane.

Figure 18 demonstrates the correlator's robust
performance. Although the template and scene are taken from
two different FLIR files, and the target within the scene is
highly corrupted relative to the template, the target was
still located. The technique of Figure 14 is used.

Figures 19 and 20 demonstrate the usefulness of the
segmentation capability. With less than optimum alignment
and using only a zero difference threshold, the correlation
of Figure 18 produced more than one target location. Using
the segmented scene created by this pass through the JTC as
input to a second pass, the correlation of Figure 19

results. Notice that further segmentation of the scene is

47




Figure 18. Correlation
FLIR file origin.

of scene and

template,

not of same

Figﬁré 19. Correlation using zero ditference threshold for

binarization in joint transform plane.

alignment.
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provided. Classification may now be more accurate due to

this segmentation. A third iteration may also be possible.

Figure 20. Correlation using segmented scene as input.

Figure 21 demonstrates the possibility of locating
partially occluded targets. Notice that even thcugh the
entire truck is not present, a strong correlation peak is
still returned. The effects of blooming (the horizontal
line), and sampling error (the vertical fringes) can also be
seen in the joint transform.

Finally, Figure 22 shows a scene with a target with a
slight out-of-plane rotation relative to the template. Note
that the wheels of the tank are not as pronounced either.
Despite both of these, the target was still recognized by
the correlator as a potential target. This is an important

result if a correlator is to be used as a tracker, since
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figure 21. Correlation demonstrating partially occluded
target.
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slight out of plane rotations are highly likely with moving

targets.

3.5 Summary

This chapter has presented information concerning the
JTC used for this thesis. History, theory, hardware
software, simulations, and experiments all have been
discussed. A new technique for fringe binarization,
discovered during this thesis effort, was offered as an
improvement on published JTC designs. A binary mask for
FLIR imagery was also offered that provides local energy
normalization, thereby improving correlator target detection
performance.

Chapter IV will provide theory and experimental results
concerning the optical LPCT using CGHs. Chapter V will then
cover the use of both the JTC and the CGH in the hybrid

architecture.
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IV. 1OG POLAR COORDINATE TRANSFORMATION (LPCT)

This chapter will present information about the optical
implementation of the LPCT. This thesis was directed only
toward incorporating the already existing CGHs, made
available from Perkin-Elmer and Mayo's earlier thesis effort
[8]. For that reason, only a brief discussion of theory and
manufacturing processes are offered here. Further details
may be found in other sighted sources.

Following the theory and manufacturing processes
sections, some hints on optical techniques will be given.
Finally, experimental results for the two CGHs will be

compared.

4.1 Theory

Imerc processing through spatial filtering is a common
practice in the world of optics. By proper placement of
transmissive or opaque objects in the focal (or Fourier)
plane, one can modify the modulation transfer function of an
imaging system and thereby alter the resultant image.

The field of holography has allowed optical engineers
to extend this image processing technique to alter the phase
of an object's spatial frequencies as well as the amplitude
of these Fourier components. Used as a spatial filter, a
hologram would increase or decrease the path length of light
passing through certain locations in the Fourier plane with

respect to other locations. This alteration of path length
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is tantamount to a phase modulation of the wave front
passing thrcugh the plane of the hologram.

As it turns out, this sort of phase modulation through
holography need not be performed in the Fourier plane alone.
In fact, many have shown that with the help of a converging
lens, and by placing the proper phase function in the object
plane, one can remap the light amplitude in the object plane
from x-y coordinates to log-polar coordinates (ln(r)-4).

Figure 23 shows the optical arrangement employed by
Mayo to perform this LPCT [8:19]. The CGH is placed
immediately behind an input transparency that is illuminated
by a collimated beam. A converging lens is placed exactly
one focal length beyond the input plane, and in front of the
output plane where a CCD camera is located.

If the input object is a transparency illuminated by a
uniform planse wave, then light leaving the object can be
expressed by the real function:

g(x;,Y;) (9)
If the CGH modulates only the phase of the input, it can be
expressed as: .

318 (%i,Y;)

e (10)
The converging lens will create the Fourier transform of the
input in the output plane. So the light at the CCD can be
expressed as:

g(xiryi)e e

-

°r° JO(x;,Y;)  =I(2T/XE) (XX +Y;Y,)
G(x,,Y,) =

dx.dy; (11)
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Q(X°,y0) lens G(XI,yl)
CGH — CCD —
Figure 23. Mayo's LPCT optical arrangement.
where: ) 2 12
X, = In(x;"+y;") = 1ln(r,) (12)
Y, = —tan-‘l(yi/xi) = 9,‘ (13)

It can be shown [20:3099-3104] that the equation for
®(x,,y;) that will perform the loug-polar mapping is:

Vé-y.tan(y,/x,)-x.] (14)

8 (x,,y,) = (2m/xf) [1n(x,°+y ")
An excellent treatment of this theory, as well as a summary
of various holographic techniques is presented in Appendix A
of the dissertation of Andrew J. Lee from Carnegie Mellon

University [21:153-192]). His appendix would be helpful to

those interested in learning more about this subject.

4.2 Manufacturing Processes

A number of techniques can be employed to create the ¢
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function described above. The Perkin-Elmer CGH was created
using a technique known as electron beam (E-beam)
lithography. The Mayo-Hill CGH was manufactured using a
technique known as transmittance coding using a carrier
which can create an "interferogram.'" Other possible
techniques include detour phase holograms.

E-beam lithography is a commonly used technique in the
world of veryv large scale integration (VLSI) circuits. It
can also be used to etch a glass sample to produce thickness
variations across its surface. These thickness variations,
which relate to variations in optical path length, can be
made to correspond to the desired ¢ function. The Perkin-
Elmer sample, created by this technique, was etched to
provide four different thicknesses, as opposed to the more
common two thicknesses [22].

An "interferogram," or synthetic binary hologram,
consists of a transparent material that has opaque lines
drawn upon it. The lines are drawn to model the
interference fringes that would be created if an object wave
carrying the ¢ function were interfered with an off axis
reference wave. Illumination of this interferogram with an
on axis plane wave would produce an off axis object wave
carrying the ¢ function. The Mayo-Hill CGH was produced by
drawing the fringes using a laser printer, then

photoreducing this output onto a glass plate [8:80-84].
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4.3 Ontical Techniques

The first optical technique employed was tlhie use of two
lens imaging to display input objects onto the CGH [9:27-
28]. Since both the MOSLM and the CGH had finite
thicknesses, having them share the same plane would be
impossible.

A particularly helpful tool created during this thesis
effort was a MOSLM test pattern used to qualitatively
evaluate the performance of the LPCT process. This pattern,
pictured in Figure 7a of chapter III, consists of three
circles whose inner and outer radii are logarithmically
related, and 8 radial lines (every 45°). The resultant LPCT
should resemble a grid pattern like the one pictured in
Figure 24. 1In this, and all other pictures, increasing
In(r) is downward on the page. A crown shape pattern on the
bottom is due to the fact that tne MOSIM has a square
display area. On top is a lower intensity mirror image.

On first attempts to use the CGH, some problems arose.
The first was that since the MOSIM was a pixelized device,
several diffraction orders appeared (see Figure 25). Ry
placing an iris at the focal plane of the two lens imaging
system, the higher diffracted orders of this sampling were
eliminated (see Figure 2 of Chapter I). Keep in mind,
however, that some image sharpness is lost from this.

A second problem was that of camera saturation. Fiqure
26 shows the results of not placing uneutral density in front

of the camera.
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Figure 24. Log-polar coordinate transfcim of test pattern

using Perkin-Elmer CGH; Appropriately filtered.

Figure 25. Log-polar coordinate transform of test pattern
using Perkin-Elmer CGH; No spatial filtering is employed.
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Figure 26. Log-polar coordinate transform of test pattern
using Perkin-Elmer CGH; no neutral density employed.

A third problem was one of scale. As it turns out, for
both of these CGHs, to change the scale of the LPCT, one
need only vary the focal length of the Fourier transforming
lens used (L4 of Figure 2 in Chapter I) [23;. For the
Perkin-Elmer CGH L4 was 86 mm, and for the Mayo-Hill CGH, it
was 250 mm that allowed for maximum use of the CCD2 array.

4 fourth problem was that of extraneons 1light

distributions. Both CGHs produced on axis Fourier transform

"artifacts,”" as well multiple reproductions of the LPCT.
The Fourier transform artifacts appear as bright spots on
the LPCT image. Both these and the multiple reproductions

could simply be ignored by avoiding these areas during the

framegrabbing process.




4.4 Mayo-Hill vs Perkin-Elmer

So far only the results using the Perkin-Elmer CGH have
been shown. Figure 25 displays the LPCT of the test pattern
for the Mayo-Hill CGH. Clearly, the results of the Perkin-
Elmer E-beam CGH sample are far better than those of the
Mayo-Hill interferogram sample. However, caution should be
exercised before judgement is made. Only through a thorough
understanding of all of the issues surrounding these two

techniques can proper conclusions be drawn. Some

observations are offered, however.

F1gure 27. LBQQbolaf édordinaté trénéform bf test pattern
using Mayo-Hill CGH; appropriate neutral density and spatial
filtering employed.

James Logue at Perkin-Elmer has suggested that their

method will place about 90% of the total incident energy
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into the primary LPCT. He claimed that the interferogram
technique typically places 10% at best into two LPCTs above
and below the axis [22].

Both CGHs had lower intensityv "mirror image" LPCTs that
overlapped the LPCT of interest. 1In fact, the Perkin-Elmer
sample created a low intensity larger scale one in mirror
that, unfortunately cannot be seen in Figure 22 (see video
tape with Dr. Rogers).

Both CGHs had some trouble in maintaining sharp lines
for both the circles and the radials. However, the Mayo-
Hill CGH was not nearly as good in this area. The sharpness
of the lines appeared to be a stronger function of radial
direction than of radius.

Not a defect, but certainly worth mentioning, was the
fact that the circle of smallest radius was lowest in
intensity, even though it covered the same amount of area as
the others in the log-polar coordinate space. This is due
to the fact that the larger the circle, the more pixels it
contains, therefore, the more total energy it will have.

This will lead to a tradeoff in the selection of
neutral density. If a displayed object has a large amount
of its energy at large radii, then the risk of not enough
neutral density 1s possible. On the other hand if most of
the energy is at small radii, the risk of too much neutral
density is possible. Without a priori knowledge of the
displayed object's enerqy distribution, optimum choice of

neutral density to ensure square law operation of the

60




detector array may be impossible.

4.5 Summary

This chapter briefly discussed the theory of optically
implementing the LPCT. Also briefly discussed were the
manufacturing processes for creating the two CGHs used for
this thesis. Some laboratory techniques were suggested and
the experimental results for the two were qualitatively
compared.

The Perkin-Elmer E-beam CGH sample clearly outperformed
the Mayo-Hill interferogram, both for total energy
delivered, and sharpness of the image.

The next chapter will present results of the hybrid

optical/digital architecture employing the Perkin-Elmer CGH.
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V. HYBRID OPTICAL/DIGITAL ARCHITECTURE

This chapter discusses the architecture designed and
implemented for this thesis. This architecture may provide
position, scale and rotation invariant pattern recognition.
First, the architecture will be described. Then,
engineering considerations will be discussed. Finally,
experimental results using geometrical test objects will be

presented.

5.1 Hybrid Architecture

Figure 28 shows the hardware configuration, and Figure
29 is a flow diagram for the technique used. Refer to these
for clarification of the following discussion.

Using the MOSIM as the only input device to the optics,
the hardware configuration of Figure 28 can perform two
separate functions. Using the beam splitter (BS), light
distributions displayed on the MOSLM travel the optical
paths that end at CCD1 and CCD2 simultanecusly. At CCD1,
the magnitude squared of the Fourier transform of these
distributions can be detected. While at CCD2, the magnitude
squared of the coordinate transformation can be detected as
discussed in Chapter IV. A third process, joint transform
correlation, is performed as described in Chapter III using
the path of CCD1.

The PC performs all equipment control, data storage,

and intermediate calculations. Steps 3 and 6 of Figure 29

62




¢Co2

L4

e ooy GGH

L3
f SWITCH
ey (RIS
¢
L2
pd:
t W4
f
Li GO
= thed
MOSLM
COLLIMATOR
M2
M3
M1

LASER

Figure 28.

Hybrid Optical/Digital Architecture

63




- e g
~ CAPTURE IFTI

'BINARIZE LPGT

'BINARIZE SCENE 1 RINARIZE TEMPLATE

. DISPLAY ON'SLM = 2 | DISPLAY ON SLM

T 2
- CAPTURE IFTI
b o o 5

3
2 4
BINARIZE IFT! BINARIZE IFTI
DISPLAY ON SLM 5 DISPLAY ON SLM
5 !
{

"CAPTURE LPCT " CAPTURE LPCT
~ BINARIZE LPCT

»

CORRELATE &
LOCATE PEAKS 8
~ RECTIFY AND | 10
BINARIZE TEMPLATE.
. ) CORRELATE ii
LOCATE PEAKS 172
LOCATE TARGET 13

Figure 29.
diagram.

Hybrid optical/digital architecture flow

64




are accomplished using the framegrabber with CCD1 and CCD2
respectively. 1In order for step 6 to work correctly, the
operator must throw the manual switch, so that CCD2 is
connected to the framegrabber. After step 6, the switch
should be returned. Future implementations may include
automation of this step.

Step 8, correlation of the LPCT—lFTl2 features of the
scene and template, is pertormed using the JTC described in
Chapter III. which requires the optics of the CCD1 path.
Step 9 was performed by the PC, however software for
relating these peak locations to scale and rotation still
needs to be written. Due to time and equipment constraints
this thesis effort ended with this step. Observations
through this point will be explained in sections 5.2 and
5.3.

The locations of these peaks are to give the proper
scale and rotation of the target object within the scene as
described by the Horev algorithm [4]. Using this
information, the template can be rectified to reflect the
proper scale and rotation in step 10.

Steps 11 through 13, relating to the correlation of the
properly scaled and rotated (rectified) template with the
original scene, can already be performed by the JTC

discussed in detail in Chapter III.

5.2 Engineering Considerations

A number of engineering decisions had to be made to
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implement the first seven steps of Figure 29. Discussicn of
these decisions will generally follow the order of the
steps, however, some decisions encompassed several steps.

5.2.1 Binarize Inputs. Since only geometrical test

objects were used, no decision at step 1 was necessary.
However, this may be important when this architecture 1is
tested with real data.

5.2.2 Display Tnputs on SIM. To minimize the effects

of the optical system's varied distortion from different
parts of the input plane, both template and scene were
displayed using the same area of the MOSLM in step 2.

5.2.3 cCapture |FT|2. capture of the |FT|% in step 3

required some thought. The important question here was:
What spatial frequency range is important for
discrimination? This questicn was raised before by Kobel
and Martin |[5:31-33].

After capture, the frame would have to be displayed on
the MOSLM. Capturing a 256X256 pixel region and reducing it
to 128X128 would allow for higher spatial frequencies to be
displayed (up to about a 3 MOSIM pixel period or 12@ pixels
ON 1%@ pixels OFF would be included). These higher
frequencies were thought to be able to provide greater
rotation discrimination. On the other hand, using 128X128
CCD pixels could put greater emphasis on the lower
frequencies that usually determine overall size. The
simplest correlation, a "+" with an "X" was a rotation

problem, so since scale would be more difficult, the 128X128
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region was use!.

A second, less complicated, but important, issue here
was the positioning of the camera such that the Fourier
transform was exactly centered on the 128X128 pixel area
captured during the framegrab. Software designed to aid in
this positioning is described in Appendix G.

5.2.4 Binarize IFTJZ. The next decision related to

step 4: How should the |FT|? features be binarized?

This time the nonuniformity of response of the camera
and distortion through the optical system would apparently
not be reduced by the subtraction of two frames as was the
case in the JTC. Not so! By displaying a blank MOSLM and
capturing its resultant frame at CCD1l, an estimate of the
system "bias" was acquired. By subtracting this frame from
the ones taken for the scene and template, an improved |FT|?
feature set was provided.

With that problem solved, the next job was to decide on
a threshold for binarization. Through subjective empirical
analysis, the threshold decided on was five times the mean
value of the entire Fourier plane (after subtraction of the
bias frame).

5.2.5 Display |FT|? on SIM. The first consideration

in step 5 was that the binarized |FT|° had to fit within the
MOSLMs 128X128 format. Since only a 128X128 pixel region
was captured in step 3, this was not a problem. However, it
may become important for future research.

A second issue, that was not remedied, was the fact
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that the TARGA framegrabber system had a pixel aspect ratio
of .97 to 1 instead of the 1 to 1 ratio of the MOSLM.
Although this was not a problem for the JTC of Chapter III,
it would cause problems in performing the LPCT.

5.2.6 Capture LPCT-|FT|%. After displaying the |FT|?

patterns on the MOSLM, the LPCT had to be captured. The
horizontal extent of the captured area was fixed, since this
dimension related to the rotation angle, and a full 27 had
to be included in the captured region. (Reference to Figure
24 of Chapter IV may be useful here.)

However, the concerns of Kobel and Martin mentioned in
section 5.2.3 appeared again in this step, and a decision
about the vertical extent to be included had to be made. 1In
fact, a third variable, the magnification provided by the
two lens (L2 and L3) imaging system could be changed (within
limits) to vary the vertical spread of spatial frequencies
in this LPCT-|FT|? space. The mirror images, as well as the
Fourier transform artifacts should be avoided too. Not to
mention that the effect of the two bad lines of the MOSIM
must be minimized.

All of these factors, and the fact that the Perkin-
Elmer sample was only on loan for three weeks, resulted in
the following decision: The area captured was 110X456 CCD2
pixels, which included radii of between 15 and 60 MOSLM
pixels or 30 and 120 CCD1 pixels in the IFTJZ space. These
related to spatial frequencies of between 3 and 12 MOSLM

pixel period in the original scene and template space.
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5.2.7 Binarize LPCT-|FT|?. childress and Walrond

expressed concern about the spread of the spatial
frequencies along the vertical direction [9:97)]. This
spread relates to a resolution of scale used for template
rectification. To minimize this problem the JTC used for
correlation of the LPCT-|FT|° features would use inputs that
were 55X114 pixels, instead of the 45X128 pixel inputs of
the JTC used for the FLIR inputs of Chapter III. Additional
gains were made since the original grabbed frame was 110X456
pixels, so a 4 for 1 reduction in the rotation axis was made
while only a 2 for 1 reduction was made along the scale
axis.

A system bias blank MOSIM frame was captured iike the
one described in step 3 above, and it was subtracted from
the LPCT-—IFTI2 feature grabbed frames before binarization.
Binarization was performed using the mean value of the
entire grabbed region minus the bias frame. This was
arrived at by subjective empirical means.

5.2.8 Correlate LPCT-|FT|%. Now that a binarized pair

of LPCT-]FT|2 features were available for display on the
MOSLM, correlation could be performed. Using this 55X128
pixel input configuration meant that only a 128X128 pixel
area in the joint transform plane could be captured. If a
256X256 pixel region were captured instead, overlap of
various orders in the correlation plane might occur. This
overlap could result in inceorrect correlation peak

identification.
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Various versions of templates were tried in this
correlator, including the normal one, a 180°-only version,
and a negative of the 180°-only version. The 180°-only
version was tried because of Childress and Walrond's concern
for rotation ambiguity [9:96]. The rationale for the 180°
template was that a 1w vs 27 correlation would perform the
same function as the 27 vs 47 correlation that they
suggested. In either case, a 180° ambiguity would still
exist due to the symmetry of the |FT]|%.

One final note here is that the energy typically
displayed in these LPCT—IFTI2 JTC input planes is greater
than those of the input planes of the JTC of Chapter III.
For that reason, additional neutral density filtering was

necessary between L1 and CCD1.

5.3 Experimental Results

Only test patterns were used to correlate in the LPCT-
| FT|? feature space. The patterns selected were a "+" and
an "x" to test rotation invariance, and squares of different
sizes to test scale invariance.

All of the results have the same layout, their order of
display was governed by the limits of the framegrabber
system. The figures should be read as a bock, from left to
right in four columns, then top to bottom in three rows. 1In
the first row are: a) optically generated IFT[2 of the
scene; b) a minus scene bias frame, binarized on 5 timecs the

mean difference; c¢' optically generated |FT|? of the
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template; d) ¢ minus scene b .as frame, binarized on 5 times
the mean difference. 1In the second row are: e) original
inputs with scene on top and template on bottom; f)
optically generated LPCT of b and 4 (increasing 1ln(r) is
downward on page); g) input to the JTC which is the two
LPCTs of f minus a system bias frame, binarized on the mean
difference of each. In the third row are: h) optically
generated |FT|? of g:; i) optically generated |FT|% of top
half of g, which are the features of the scene; j) h minus
i, binarized on the mean difference; k) optically generated
|FT|® of j, which is the correlation plane.

Figure 30 shows the system results for a "+" and an '"x"
using the fill 360° version of the template. Figure 33a
represents a side view of a surface plot of the correlation
plane in Figure 30k. Only the top crosscorrelation region
is represented, and the view is along the vertical
direction. Notice the peak on the right hand side of 33a,
which corresponds to one of the dark spots in the upper
right hand portion of Figure 30k. Both the peak and the
spot are roughly in the location of a 45° rotation.
Secondary peaks also exist at locations of about -45° and
+/-135°.

Figures 31 and 32 are the system results using a 180"-
only template and a negative of the 180°-only template.
Figures 33b and 33c are to Figures 31k and 32k respectively,
as Figure 33a is to Figure 30k. No benefit was apparently

derived from these attempts at modifying the template.
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Figure 32. Correlation of LPCT-]FT|? features of "x" and
"+" using the hybrid architecture. Negative 180° template
used.

Figures 34 and 35 are the system results of correlating
the LPCT—lFTl2 teatures of squares fo different sizes. 1In
Figure 34, the scene square is larger than the template, and
in Figure 35, it is smaller. Figures 36a and 36b, which are
horizontal sideviews of the surface plots of 34k and 35k
respectively, demonstratz the extremely noisy correlation
plane results. All along the vertical axis, high energy
locations that may be misinterpreted as correlation peaks
exist. This is caused by the pixelizaticn of the fringe
pattern of the joint transform pl-ne, and its effect can
only be reduced by increasing the number of display pixels

available on the MOSLM (say from 128X128 to 1024X1024).
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range, or if the neutral density filtering could be
controlled by the amount of energy input (i.e. the number of
ON pixels at the MOSIM) this problem might be reduced.

Other sources of distortion, such as the nonlinear response
of the CGH or the effects of binarization at the various
stages may also be contributing to a very noisy correlation
plane. All of these variables are not understood well

enough to make proper comment here.

5.4 Summary

This chapter discussed the hybrid optical/digital
architecture designed and implemented for this thesis. This
architecture was to provide a position, scale, and rotation
invariant pattern recognition capability. The chapter
described the architecture, discussed engineering
considerations related to its design, and presented
experimental results.

Only marginal results were achieved using this
architecture, as evidenced by the very noisy correlation
planes. The effects of the binarization at various stepsis
not well understood, and may be one source of difficulty in
achieving proper correlation in this LPCT-|FT|? feature
space.

In light of the poor correlation results in the LDPCT-
|FT|? feature space, no attempts at template rectification,
and subsegquent correlation in the criginal scene space were

made.




VI. CONCLUSION

This chapter presents a summary of thesis results,
provides conclusions based upon these results, and offers

recommendations for future research effort.

6.1 Summary

There were three major goals of this thesis: 1) To
develop software for PC control of display of real FLIR
imagery on the MOSIM, and the subsequent capture of frames
on the CCD cameras; 2) To implement and test an optical
joint transform correlator using the techniques and data of
the first goal; and 3) To design, implement, and test a
hybrid optical/digital architecture for distortion invariant
pattern recognition like the KMH algorithm, employing both
the joint transform correlator, and a CGH to perform the
LPCT.

Two binarization techniques were discovered during this
thesis effort. The first was developed for binarization of
input FLIR imagery. This technique, described in section
3.2.3, provided improved correlation results, shown in
section 3.3, over those obtained for FLIR imagery that had
not been preprocessed. The key to this technique was that
only pixels that were both brighter than the scene average,
and brighter than a i1ocal 3 pixel by 3 pixel average were
illuminated.

The second binarization technique involved binarization
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in the joint transform plane of the JTC. This technique,
described in section 3.2.4, provided improved correlation
results, shown in section 3.2.4 and 3.2.5, over other
published binary JTC techniques. Tbe key to this technique
was the subtraction of the |FT|? of the scene alone from the
|FT|2 of the template and scene displayed together.

The performance of an interferogram LPCT CGH crcated by
Mayo [8] and Hill [12] was compared with that of a CGH
created by E-beam lithography on loan to AFIT from Perkin-
Elmer Corporation [22]. The Perkin-Elmer CGH provided
superior performance both in diffraction efficiency and
image clarity (see Chapter 1IV). However, due to time
constraints, only subjective measures were possible.

The hybrid architecture was used to perform correlation
of the LPCT-|FT|° features of geometric objects. oOnly
marginal results, discussed 1n section 5.3, were obtained.
For that reason attempts at performing template
rectification, and subsequent correlation in the original

image space were not made as discussed in section 5.1.

6.2 Conclusions

The binarization techniques employed for both the FLIR
input data, and the fringes in the joint transform plane
proved successful, and show great promise as improvements on
existing correlation techniques.

The JTC implemented for this thesis is a strong

candidate for use in a tracking system (after target
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acquisition). It could also be used in more controlled
environments, such as assembly line inspection, where
rotation and scale invariance may not be so important.

The improved performance of the Perkin-Elmer E-beam
sample over the Mayo-Hill interferogram is not conclusive in
itself, although subjective testing in this thesis does
provide strong evidence. Only proper modelling of the two
samples, as well as the limits of both techniques can shed
sufficient 1light con this subject.

In light of the marginal results achieved with the
above architecture on even simple ageometric objects, much
analysis is necessary. Several speculations are offered,
that only proper modelling and additional testing can
verify. The additive effects of binarization and
pixelization at the various stages may have corrupted the

LPCT-|FT|° beyond the recognition capability of the JTC.

6.3 Recommendations for Future Research

Recommendations fo> follow on efforts follow two
tracks, one along the lines of PSRI pattern recognition,
another along the lines of JTC implementation. A list of
possible research areas is provided.

1. Investigation of alternate frame capture regions,
template creation and binarization techniques are
recommended. These may have prohibited success in

correlating the LPCT-|[FT|° features.

2. The KMH algorithm should be retested digitally using
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some realistic data set. Possible candidates could
include FLIR or SAR data. These data may first be
segmented using any number of segmentation techniques,
including the Gabor transform [24], or techniques
employed by Mike Roggemann [25]. The digital
implementation may provide important insights into the }
optical implementation and should be made to

model as many limitations of the optical system as

possible.

Proper mathematical modelling of this architecture,
as well as any other future implementation, will help
identify architectural weaknesses. These include
weaknesses both in hardware, such as insufficient
input SIM resolution or camera resolution, or
software, such as area of capture and binarization

techniques.

If proper modelling proves the E-beam technique to be
superior, an in house capability of developing E-beam

CGHs could be developed with the help of WRDC/EL who

possess the necessary equipment.

LCTVs should be investigated as a substitute for the
MOSLMs used in this architecture to eliminate some of

the binarization effects.

The CCD cameras should be considered for replacement

with either a CCD of greater resolution or a CID
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10.

11.

framegrabber system.

Other techniques for developing the LPCT should be
considered, including fiber bundles, unique focal
plane array mappings (wedge ring etc.) and digital

mapping.

The necessary code for template rectification should

be written.

Techniques for optically implementing the phase
reinsertion step of the KMH algorithm should be

developed.

An alternative architecture for the JTC, that would
reduce its length from two focal lengths to one - acal
length, should be investigated [1:84]. It is p..ctured

in Figure 37.

Finally, a JIC fringe binarization threshold based on
the average difference could be sped up by measuring
the total energy in the IFTI2 with a separate detector
off a sampliag beam splitter. Presently,
determination of this threshold requires summing the

pixel values accross the array (See Figure 37).
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/f / | CCD

Figure 37. Possible improvement on joint transform
correlator, featuring shorter total length (1f vs normal
2f),

and a detector to measure total energy for faster
fringe binarization calculations.

83




APPENDIX A. MAGNETO-OPTIC SPATIAL LIGHT MODIULATOR (MOSIM)

This appendix presents information relating to the
MOSLM used in the experiments of this thesis. First a brief
description of the operation of the MOSLM is given, then
some useful programs will be described. Computer code
written during this thesis effort in "C" for Borland's

({urbo-C compiler is also included.

A.1 MOSIM Operation

The fcollowing discussion should serve only as a
supplement to the Semetex manual [26]. Technical
representatives at Semetex can prcvide additional
information as well [27].

Although technically incorrect, the MOSLM can be
thought of as an array of 128X128 rectangular Pockels ceils.
The operation of the individual pixels differ from a Pockels
cell, in that the MOSLM uses the magneto-optic effects of
the iron garnet material it is made up of, rather than the
electro-optic effect that Pockels cells enmnploy.

The MOSIM modifies the index of refraction of the iron
garnet material by applying a magnetic field across a pixel.
This field is applied through two wires, aliqned along the
cardinal axes of the array, that cross at one corner of the
pixel of interest. After all the selected pixels in the
array are individually "nucleated", a write pulse is applied
tc the entire array. The effect here is to increase the
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contrast of the image created by the earlier nucleation.
Once a pixel has been nucleated, it can only be changed by
erasing the entire array with an erase pulse.

A second use of the MOSLM not investigated during this
thesis effort is that of a kinary phase only filter. Since
the nucleation of the pixel changes the optical path length
of light rays passing through it, the entire array can
provide binary phase only modulation of the incident
wavefront by removal of the analyzer (output polarizer).

In either phase modulation or the abo.e described amplitude
modulation operation, the input polarizer may not be
necessary, since its only purpose is to properly polarize an
already polarized collimated laser bean.

The individua’ pixels are addressed through an
interface card located in the PC. The card occupies segment
hex BO0O0OO in the scftware listed later in these appendices,
however dip switches on the card allow for this base address
to be changed. Each byte of data written to an offset
address in segment hex BOOO represents eight pixels. The
offset addresses range from hex 0000 to 07FF and increase
from left to right then top to bottom accross the array.

The elght pixels of each address are in the same column but
in eight successive rows. The least signiticant bit of each
byte of data represents the top pix and the most
significant the bottom pixel of the eiaght pirel byte.
Writing a zero to the proper bit will nucleate the pixel,

while writing a 1 will leave it unchanged. 1o create erasc
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and write pulses data must be sent to ottset addresses hey
0800 and 0801 respectively.

Although a maximum of eight pixels could be writter to
at a time with this digital circuitry, testing showed that
any more than two pixels would result in inadequate
performance in either of two devices. This is reflected in
all of the software in these appendices.

Proper alignment of the MOSLM requires adjustment of
five potentiometers in the MOSLM. Improper alignment may
result in pixels being nucleated before being written to
(leading pixels) or pixels not being nucleated after being
written to. The Semetex manual suggests a software
generated teccst signal be applied tc the device during
alignment, but this software was not provided. The next
section describes this software as well as some other useful

programs for use with the MOSLM.

A.2 MOSIM Software

In addition to the software developed for this thesis
effort and presented below, there is also additional
software available for the controi of the MSIIM. The
program SMDISP.C and associated files can be found in the
distribution diskettes provided by Semetex. This program

allows for the display of files formattcd as described in

0

the manual.
Four programs are presented here that required no

control of the CCD camera to be useful. The first 1is
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SIM TEST.C tne program for alignment of the MOSIM. It is
assumed that a camera will be operated in live mode and
placed in an image plane to monitor the MOSLM display during
execution. The next two are CHECKER.C and CHECKER2.C that
display checkerboard patterns on the MOSLM. With a camera
in the Fourier plane in live mode, these two programs can
lend insight into appropriate capture regions for the
framgrabber. The difference between the two is that pattern
of the first is one pixel on, one pixel off, and the second
is two on, two off. The last program, X-HAIR.C displays a
large crosshair on the MOSLM, that can be used for optical
system alignment.

Additional software controlling the MOSIM will also
appear in Appendix G. To understand that code it is also
necessary to understand the operation of the TARGA

framegrabber system discussed in Appendix B.
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A R R R E T T ST
/* SLM TEST.C */
/> */
/* AIR FORCE INSTITUTE OF TECHNOLOGY */
/* PROGRAM FOR SIM ALIGNMENT */
/* by Capt John Cline */
/* June 29, 1988 */
/* */
/*This program is a variation of the alignment routine suggested by */
/*the Semetex manual. I believe it does a better job of identifving */
/*leading pixels. */
R RE £ T I S S T
#include "stdio.h"
#include "string.h"
#include "time. h"
unsigned r, q;
main()
{
char far *semetex;
semetex = (char far *) 0xb0000000; /*SIM is at b00Q segment¥/
*(semetex+0x800)=1; /*erase SLM¥*/
wait(1000); /*wait or lose pixels*/
I e £ A N S S S .y
printf("writing horizontal lines \n");
do
{
for(q=0x0; q<0x800; q=q+0x80)
{
for(r=0x0; r<Ox40; r++) /*choose only left half+/
{
*(semetex+q+r)=0xfe; /*top row of eight row byte¥/
wait(5); /*slow down so vou can watch¥*/
}
for(r=0x0; r<Ox40; r++)
{
*(semetex+qt+r)=0xtfh; J*third rowx/
wait(5);
}
for{r=0x0;r<0x40;r++)
{
*(semetex+q+r)=0xef, /xfifth rowx/
wait(5);
}
for(r=0x0;r<Ox40:r++)
{
*(semetex+qtr)--0xbf; /Eseventh rows/

wait(5):

88




for(q=0x0; q<0x800; gq=q+0x80)
{

for(r=0x0; r<O0x40:r++)

{
*(semetex+q+r)=0xfd;
wait(5);

}

for(r=0x0;r<Ox40;r++)

{
*(semetex+q+r)=0xf7;
wait(5);

}

for(r=0x0;r<0x40;r++)

{
*(semetex+q+r)=0xdf;
wait(5);

1

for(r=0x0;r<0x40;r++)

{
*(semetex+q+r)=0x7f;
wait(5);

)

for(q=0x0; g<0x800; g=g+0x80)
{
for(r=0x40; r<0x80;r++)
{
*(semetex+q+r)=0xfe;
wait(5);
1
for(r=0x40;r<0x80;r++)
{
*(semetex+q+r)=0xfb;
wait(5);
1
for(r=0x40;r<0x80;r++)
{
*(semetex+q+r)=0xef;
wait(3);
1
for(r=0x40;r<0x80;r++)
{
*(semetex+q+r)=0xbf;
wait(9);

)

for(q=0x0; q<0x800; q=q+0x80)
{

Forlr=0x40; r<0x80;r++)

{

*(semetextq+r)=0xfd;
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wait(5);
}
for(r=0x40;r<0x80; r++)
{
*(semetex+q+r)=0xf7;
wait(5);
)
for(r=0x40;r<0x80;r++)
{
*(semetex+q+r)=0xdf;
wait(5);
\
for(r=0x40;r<0x80;r++)
{

*(semetex+q+r)=0x7f;

wait(5);
}
!
wait(3000); /*take a quick look*/
*(semetex+0x801)=1; /*pulse the SIM for improved contrast*/
wait(5000); /*take another look*/
*(semetex+0x800)=0; /*erase the SIM*/

for(gq=0x0; q<0x800; gq=q+0x80)
{
for(r=0x40; r<O0x80:r++) /*start with right side first nows/
{
*(semetex+q+r)=0xfe;
wair(5);
i
for(r=0x40;r<0x80;r++)
{
*(semetex+q+r)=0xfb;
waitr(5);
]
for(r=0x40;r<0x80;r++)
{
*(semetex+q+r)=0xef;
wait(5);
}
for(r=0x40;r<0x80;r++)
{
*(semetex+q+r)=0xbf;
wait(5);

)

for(q=0x0; q<0x800; gq=q+0x80)
{
for(r=0x40; r<0Ox80;r++)
{
*(semetex+q+r)=0xfd,
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wait(5);
}
for(r=0x40;r<0x80;r++)
{
*(semetex+q+r)=0x£f7;
wait(5);
}
for (r=0%40;r<0x80;r++)
{
*(semetex+q+r)=0xdf;
wait(5);
}
for (r=0x40;r<0x80;r++)
{
*(semetex+q+r)=0x7f;
wait(o);

}

for(q=0x0; q<0x800; q=q+0x80)
{

for(r=0x0; r<Ox40;r++)

{
*(semetex+q+r)=0xfe;
wait(5);

}

for (r=0x0;r<0x40;r++)

{
*{semetex+q+r)=0xfb;
wait(5);

}

for(r=0x0;r<0x40;r++)

{
*(semetex+q+r)=0xef;
wait(5);

}

for (r=0x0;r<0x40;r++)

{
*(semetex+q+r)=0xbf;
wait(5);

}

for (q=0x0; q<0x800; q=q+0x80)
( for(r=0x0; r<0x40;r++)
‘ *(semetex+q+r)=0xfd;
wait(5);
éor(r=0x0;r<0x&0;r++)
! *(semetex+q+r)=0xf7;
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wait(5);

1

for (r=0x0;r<0x40;r++)

{
*(semetex+q+r)=0xdf;
wait(5);

}

for(r=0x0;r<0x40;r++)

{
*(semetex+q+r)=0x7f;
wait(5);

)

wait (3000);
»(vemeter!Cxl01)Y=1"
wait(5000);

*(semetex+0x800)=0; /*erasex/
printf("type q if you want to go on to vertical \n");

/*contrast¥/

)
while(getch()!="q");

R kESeR R Sk ks bk ke k ok v Rk bk kR bk R bk W Rk
printf("writing vertical lines \n");
do
{

for(r=0x00; r<O0x80; r=r+0x02) /*even columns starting with zero¥*/

i
for(q=0x000; g<0x400; g=q+0x080) /*top half only*/
{
*(semetex+g+r)=0x3f; *write two bytes at a time%/
*(semetex+q+r)=0xcf;
*(semetex+q+r)=0xf3;
*(semetex+q+r)=0xfc;
wait(20); /*slow down so you can see*/
}
}
for(r=0x01; r<0x80; r=r+0x02) /*odd columns starting with one%*/
{
for(q=0x000; q<0x400; q=q+0x80)
{
*(semetex.q+r)=0x3f;
*{semetex+q+r)=0Oxcf;
*(semetex+q+r)=0xf3;
*(semetex+q+r)=0xfc;
wait(20);
)
}
for(r=0x00; r<0x80; r=r+0x02)
{
for(q=0x400; g<O0x800; a=q+0x080) /*bottom half only*/
{

*(sem-tex+qtr)=0x3f;
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*(semetex+q+r)=0xcf;
*(semetex+q+r)=0xf3;
*(semetex+q+t)=0xfc;
wait(20);
}
}
for(r=0x01; r<Ox80; r=r+0x02)
{
for(q=0x400; q<0x800; g=q+0x80)
{
*(semetex+q+r)=0x3f;
*(semetex+q+r)=0xcf;
*(semetex+q+r)=0xf3;
*(semetex+q+r)=0xfc;
wait(20);
}
}
wait(3000);
*(semetex+0x801)=1;
wait(5000);
*(semetex+0x800)=0;

for(r=0x00; r<0x80; r=r+0x02)
{
for(q=0x400; q<0x800; g=9+0x080)
{
*(semetex+q+r)=0x3f;
*(semetex+qg+r)=0xcf;
*(semetex+q+r)=0xf3;
*(semetex+q+r)=0xfc;
wait(20);
}
1
for(r=0x01; r<0x80; r=r+0x02)
{
for(q=0x400; g<0x800; q=q+0x80)
{
*(semetex+q+r)=-0x3f;
*(semetex+q+r)=0xcf;
*(semetex+q+r)=0xf3;
*(semetex+q+r)=0xfc;
wait(20);
}
}
for(r=0x00; r<0x80; r=r+0x02)
{
for (q=0x000; q<0x400; q=q+0x080)
{
*(semetex+q+r)=0x3f;
*(semetex+q+r)=0xcf;
*(semetex+q+r)=0xf3;
*(semetex+q+r)=0xfc;
wait(20);
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}
}
for(r=0x01; r<O0x80; r=r+0x02)

{
for (q=0x000; q<O0x400; q=q+0x80)

{
*(semetex+q+r)=0x3f;
*(semetex+q+r)=0xcf;
*{semetex+q+r)=0xf3;
*(semetex+q+r)=0xfc;
wait(20);
)
}
wait(3000);
*(semetex+0x801)=1; /*contrast¥/
wait(5000);
*(semetex+0x800)=0; /*erase/

printf("type q if you want to quit \n");
}
while(getch()!="q"');
}

Ok Sk kR bk bk sk deb Rk %k % ek kR R ks wR Wk R kR
/*TURBO-C has a time delay function "delay()" that could be used */
/*instead of this wait() subroutine. */
walt(t)

{
time t start, finish;
time(&start);
time(&finish);
while(difftime(finish, start) < t/1000)
{
time (&finish);
}
}
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/K AT R ek SR K ke S S S SR e S R R
/% CHECKER.C */
/* /
/* ATR FORCE INSTITUTE OF TECHNOILOCY w/
/* CHECKERBOARD PATTERN GENERATOR FOR THE SIM x/
/% by Capt Joan Clinc */
/% Anpust 31, 1989 */

/* *
/*This program will display a checkerboard pattern on the SLM.  This */
/*is useful for bench alignment, since the maximun spatial frequency %/
/*will be present in the Fourier plane. Another program, CHECKER2 C %/

/*will display a checkerboard pattern of half the maximum spatial */
/*frequency, or 2 pixels ON, 2 pixels OFF. */
/ARSI A AR AR A R R R R R R R

rinclude "stdio.h"
=include "string.h"
#include "time. h"
unsigned r, q;

main()

{
char far *semetex;
semetex = (char far *) O0xb000000O; /*SIM 1s at bOOO segment*/
*(semetex+0x800)=1; Jrerase SIMx/
wait(1000); /rwait or lose pixels®/
/** *% *% ok *k * K * X P 3 P e KX P Kok Pk Prae Yok W #*/
for(q=0x000; q<0x800; gq=q+0x080)
{
for(r=0x00; r<0x80; r=r+2)
{
*(semetex+qty)=0xfe;
*{semetex+q+r)=0xfb;
*(semetex+q+r)=0xef;
*(semetex+q+r)=0xbf;
}
for(r=0x01; r<Ox80: r=r+2)
{
*(semetex+qtr)=0xfd;
*(semetex+q+r)=0xf7;
*(semetex+q+r)=0xdf;
*(semetex+q+r)=0x7f;
}
]
*(semetex+(Ox801)=0;
]
A I T I S R S S S I T S A P4
/*TURBO-C has a time delay function "delav()" that couid be used *
/*instead of this wait() subroutine. x/
wait(t)




time t start, finish;
time(&start);
time(&finish);
while(difftime(finish, start) < t/1000)
{
time(&finish);




/********************************#*#***%***%%ﬁ**k%####*%*****k**#*****/
/* CHECKER?2.C */

/* AIR FORCE INSTITUTE OF TECHNOLOGY W/
Ve CHECKERBOARD PATTERN GENERATOR FOR THE SIXM */
A by Capt John Cline %/
S August 31, 1989 %/

/*This program will display a checkerboard pattern on the SIM. *
/*Unlike CHECKER.C, which turns one pixel ON, then one pixel OFF, */
/*this program turns two pixels ON, then two pixels OFF. */

B B T O S T T T S S S B T S e T L Ry, SO N R, a5
SRR AR R A A A A A A R e e e R e e A A A R e R e A e e e

"stdio.h"
=include "string.h"

=zinclude "time.h"
unsigned r, q;

#zinclude

main()
{
char far *semetex;

semetex = (char far %) 0xb0000000; /*SIM 1s at bOOO segmears/

*(gemeton tON800)=1;
walt (10003

K 1 KN ()

/rerase SIMw/
/7wait or lose piwelss s/

// Wk *k % ek “k P P P w ok % K v Pl P Yok P ok /‘
for (q=0x000; ¢<Ox800; q-=¢q+0x080)
!
\

f or ( r 7(’)\()() .

!
1

r<0x80; r=r+4)
*(semetex+qtr)=0xfc;
F(semetextaqir)=0Oxcf;
*{semetextqrr+l)=0xfc;
*(semetextq+r+l)~Oxcf;
!
for(r-0x02;
{
*{semetextqir)=0xf3;
*(gemetex+q+r)=0x21;
Flgemetextaqirt)=0xf3;
F(memetextgrril)y-0x3f;

r<0x80; r=1+4)

*{semetex+0x801)-0);

I B ot At N Ko S Y RO St St ot T ' ot -t

AETURBO-C hoas a time delay function "delav(y" that could be used

Jrinstead of this wait() subroutine.

wait (t)
[

'

time t start, finish;




time(&start);

time(&finish);

start) < t/1000)

while{(difftime(finish,

time (&finish);
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/7‘(**********‘k*****************************\k******w‘c***}c‘kx*;’:’kv'\‘v'\"k’}:‘,\'“;:;\"v'c*;'c‘k*/

/% X HAIR.C %/
/ “/
Vad AIR FORCE INSTITUTE OF TECHNOLOGY */
/* CROSSHAIR PATTERN GENERATOR FOR THE SIM */
/* by tapt John Cline %/
/% August 31, 1989 */
/* %/

/*This program will displa, a crosshair pattern on the SIM. This is */
/*useful for bench alignment, since the diffraction pattern in any */

/*plane (image, Fourier, or anywhere in between) resembles a */
/*crosshair. As successive optical elements are inserted into the */
/*optical path. the aptic axis should not move. Therefore, even */
/*though the pattern that the crosshair makes, as viewed by a fixed */
/*camera, will change with addition of optical eleuents, the spot */

/*where the center of the crosshair like pattern is located should */
/*remain the same provided the SIM centers the original crosshair on */
/*the optic axis. */

3 S A oo o S o o S St s S Sttt s S s e e sl ok etk /

#include "stdio.h"
#include "string.h"
#include "time.h"
unsigned r, q;

main()
{
char far *semetex;

semetex = {(char far *) 0Oxb0000000; /*SIM is at bGOO segment/
*(semetex+0x800)=1,; /*erase SIMx/
wait(1000); /*wait or lose pixels*/

/*write four columns*/

for(gq=0x0; gq<0x800; q=gq+0x80)

{
*(semetex+q+63)=0xfc;
*(semetex+q+63)=0xf3;
*(semetex+q+63)=0xcf;
*(semetex+q+63)=0x3f;
*(semetex+q+64)=0Uxfc;
*(semetex+q+64)=0xf3;
*(semetex+q+64)=0xcf;
*(semetex+q+64)=0x3f;
*(semetex+q+62)=0xfc;
*(semetex+q+62)=0xf3;
*(semetex+q+62)=0xcf;
*(semetex+q+62)=0x3f;
*(semetex+q+65)=0xfc;
*(semetex+q+65)=0xf3;
*(semetex+q+65)=0xcf;
*(semetex+q+65)=0x3f;
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/*write four rows*/
for(q=0x0; q<O0x80; q++)
{
*(semetex+q+128%7)=0x3¢f;
*(semetex+q+128*8)=0xfc;
)
*(semete:x+0x801)=0; /*write pulse for contrast>/

}

/** XX *k AKX *% X% XX *% * X * %% * % *% Xk *X *x *x *‘k/

/*TURBO-C has a time delay function "delay()" that could be used */
/*instead of this wait() subroutine. */
wait(t)

{
time t start, finish;
time(&start);
time(&finish);
while(difftime(finish, start) < t/1300)
{
time(&finish);
}
}

A KAk Sk Sk kR Rk /
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APPENDIX B. TARGA FRAMEGRABBER SYSTEM

This appendix presents information relating to the AT&T
Truevision Advanced Raster Graphics Adapter (TARGA)
framegrabber board for IBM compatible PCs used in the
experiments of this thesis. First a brief description of
the operation of the TARGA is given, including its file
format. Next some software provided by the vendor will be
described. Finally, batch and command files (.CMD) for use
with the vendor program TESTTARG.EXE will be presented.

The following discussion should serve only as a
supplement to the TARGA manuals {28] [29] and documentation
files provided with the vendor software [30] [31] [32] [33)].
Information concerning the SONY CCD cameras used with the

TARGA system can be found in its manual [34].

B.1 TARGA Operation

The TARGA framegrabber is capable of taking a video
signal input and digitizing it. It can accept NTSC video
from any source including a VCR or camera. The digitized
signal is 400 pixel lines by 512 pixel columns and samples
about 80% of the normal monitor display in both dimensions.
The individual pixels are represented by eight bit grey
scale using unsigned byte format. The brightest pixels will
have a value of hex FF and the darkest hex 00. Although
other Truevision hardware products allow for colcor images,
the TARGA 8 boards availlable at AFIT are only black and

white devices.
101




Not only can these TMRGA boards digitize video inputs,
but they can also store these digitized images in a file.
These files can be recalled to the board later for redisplay
on a video monitor (not the PC monitor) using the VIDEO OUT
port of the card. The VIDEO OUT port of the card will
either transmit the signal of the VIDEO IN port or the
digitized image resident on the card depending on software
selection of these two alternatives.

Files saved by the TARGA 8 boards all have the same
format. Unlike most other raster image files whose origins
are in the upper left hand corner, the origin of TARGA 8
files created by the vendor software is in the lower left
hand corner. After 18 bytes of header data, the grey scale
pixel data is listed serially from left to right starting
from the bottom row. The actual header format for the TARGA
8 data type (type 3) is not listed in the manuals provided
by the vendor, but 1t appeared as though it was the same as
data type 1 that was detailed in the TARGA manual [28:E-2].

Dip switches on the TARGA board allowed the user to
define several important specifications for addressing the
TARGA board. Switches could select both a segment and an
offset address for the board [28:B-1]. The segment and
offset used throughout this thesis were hex D0O0C and 0220
respectively.

The DOS environmental variable TARGA must be set to
reflect these before running software that uses the TARGA

board. The variable TARGASET must also be initialized to
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board. The variable TARGASET must also be initialized to

specify capture region, board type, and sync source.

B.2 TARGA Software

Software for the TARGA can be divided into four
categories: 1) TRUEART; 2) C library routines; 3) utilities;
and 4) batch files and TESTTARG command (.CMD) files.

The program TRUEART.EXE was supplied with the TARGA 8
boards when they were purchased [30], and offers user
friendly control of the TARGA 8 board. Documentation for
this program is included in the manual [28:3-1].

The C library routines are a collection of programs
written for Microsoft-C compilers, including Quick-C. They
were not used during this or any other thesis effort.
However, documentation [29] and the disk [31] are available
for future use. They can provide the greatest control of
the TARGA 8 board.

The utilities can be found on two diskettes,
"Truevision Trutilities"™ [32] and the "TARGA Software Tools
Utilities Disk" [33]. The Trutilities disk includes,
amongst others, programs to convert TARGA files to
Encapsulted PostScript (.EPS) file format and Tagged
Information File Format (.TIF). The .EPS file format can be
imported to LATEX and the .TIF file format can be imported
to Word Perfect 5.0. Unfortunately, these two programs have
problems.

After running TRUEPS.EXE to convert to .EPS format, the
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last two command lines must be removed to make the file
useful in LATEX. This can be done using any ASCII editor
(35].

The program TRUETIF.EXE creates files that are not
properly read by Word Perfect 5.0. Which program is
incorrect is not clear. Details of this problem, as well as
its solution can be found in Appendix F.

The utilities on the "TARGA Software Tools Utilitics
Disk" include the programs TARGAGET.EXE and TESTTARG.EXE.
TARGAGET.EXE simply displays a TARGA file on the video
monitor. While the very useful TESTTARG.EXE allows for user
interactive control of the TARGA board.

To allow for easy use of the program TARGAGET.EXE a
batch file was written, and kept in the root directory of
the PC. The user could simply type "display filename.ext"
at the C> prompt to display a file on the video monitor.
Where filename.ext is the complete path of the TARGA file of
interest. The batch file is listed below:

:DISPLAY.BAT

:This batch allows display of a TARGA file from any

:directory by executing TARGAGET after initializing the

:TARGA variables notice that a filename must be

:specified when TARGAGET is invoked (the %1 is the

:clue) likewise for this batch the proper DOS command

:would be C>display path\filename.ext

echo off

cls

CD \TARGA

SET TARGA=247

SET TARGASET=T8X-10G

targaget %1

Notice that since, in general, the TARGA files were
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stored in the \TARGA directory, only the filename and
extension needed to be typed using this batch saving the
keystrokes of the directory name. Notice also the setting
of the two environmental variables, TARGA and TARGASET.

TESTTARG.EXE was by far the most useful program made
available for this thesis. Although it was originally
written to be used interactively through the keyboard, DOS
allows for redirection of program execution. In other
words, a file containing all desired keyboard entries could
be specified when executing a program. By convention, these
files have the extension .CMD.

At the C> prompt, typing "TESTTARG <path\filename.cmd"
would execute the program TESTTARG using the command file
specified by path\filename.cmd. The instructions listed in
the .CMD file for the control of the TARGA board would then
be executed as if the user were typing them in after
TESTTARG prompts. For better understanding, running
TESTTARG interactively is suggested. Help is available.

Another useful batch file LIVE.BAT puts the TARGA board
in live mode by executing TESTTARG using the command file
<live.cmd. BOTH files are provided below:

:LIVE.BAT

:this program simply puts the TARGA board in live

:camera mode.

echo off

cls

CD \TARGA

SET TARGA=247

SET TARGASET=T8X-10G
testc.arg <live.cmd
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:LIVE.CMD
:This file will put the targa board in live mode when

:used as a batch with testtarg.exe. The DOS command is
:"testtarg <live.cnmd".

live
graphend
quit

A number of other batch and .CMD files were written for

this thesis. They will be presented in Appendix G.
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APPENDIX C. FLIR DATA

This appendix presents information relating to the FLIR
data used in the experiments and simulations of this thesis.
First a brief description of the file formats will be
presented, followed by a discussion of software used to
alter these files. Computer code written during this thesis
effort in "C" for Borland's Turbo-C compiler is also

included.

C.1 FLIR File Formats

The FLIR files used during this thesis have been at
AFIT for some time, and have been used for a number of
pattern recognition thesis efforts. 1In general these files
can be found on the VMS machines throughout the Engineering
school on various accounts, most recently Kevin Ayer's [24].
Originally these files were 240 pixel rows by 640 pixel
columns, with intensities encoded with eight bits of grey
scale in unsigned byte format. The files had no header
information included, and the data was listed row major
starting from the top left (unlike TARGA which started from
bottom left).

Unsigned byte files in the VMS system require certain
control characters to be present along with the data. For
that reason most of the files had 644 bytes per row instead
of the expected 640. The four extra bytes were at the end
of each row.
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These files may also have a different set of control
characters which will appear as two extra bytes preceding
each row, resulting in 642 bytes per row (possibly due to
file transfer in other than binary mode). A third file type
would have no control bytes, because they were removed using
available software on the VMS system. The net result was
that at least three distinct file types for the FLIR data
might be encountered.

The solution to the problem was to create three
separate programs for conversion of these files to TARGA
format. After file transfer (using FTP) of these files to a
PC, it was necessary to determine which file type was
present. This could be determined by checking the file
size. VFile sizes for zero, two, and four control bytes per

row were 153600, 154080, and 154560 respectively.

C.2 FLIR Conversion Software

The first step for preparing the FLIR files for display
on the MOSLM was to convert them to TARGA format. Close
inspection of the files showed that even numbered rows were
significantly darker than there odd neighbors, probably due
to something relating to interleaving in the original data
collection process. This problem could be eliminated by
averaging a 2X2 pixel area into 1 pixel.

A second problem was that the MOSLM had two defective
rows. To avoid these, the files could have no more than 71

pixel rows, so targetless regions at the top and bottom cof
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the images would not be converted. The final result of this
first conversion step then was to convert the FLIR files to
a TARGA file that was 71X320 pixels.

The three programs that accomplished this were
FLR2HLF.C, FLR2HLF2.C, and FLR2HLF3.C for the zero, two and
four control byte file types respectively. These programs
were written so that it would be easy to write a .CMD file
to convert a number of files successively, leaving the
operator to pursue other things. All source code appecars at
the end of this appendix.

After converting the files to TARGA format, the next
step was to binarize them. Ultimately the files would neced
to be 45X128 pixel, binary images for use in the JTC using
the MOSIM. The technique used to perform this binarization
was to binarize on some threshold that was a linear multiple
of the mean value of the entire scene and "AND" this inmaqge
with one that was binarized on a local 3X3 average. The
user could select which 45 rows of the 71 available he would
like to keep. Four 128 column files overlapping by 64
columns each would account for the entire 320 pixel colunns
cf the reduced FLIR files. The programs used to accomplish
this step were called HLF2AND.C and HLF2AND2.C, and like the
FLR2HLF programs, they were made to be run with a .CMD file.
The differences between HLF2AND.C and HLF2AND2.C were that
the four files created by HLF2AND.C used the scenc average
threshold and had extensions 1, 2, 3 and 4, while HLF2AND2.C

used a user specified scene threshold and had extensions 1la,
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2a, 3a, and 4a.

The last program in this appendix was one that helped
to create a template file from one of the 45X128 scene
files. The program TEMPLATE.C allowed the user to select a
29X65 pixel segment within a scene file where he thought the
target was located. By running the batch file TEMPLATE.BAT,
which used the TESTTARG command file "template.cmd" to
display the scene and template file, the results of this
segmentation could be seen. Further background reduction
could be accomplished using a hex editor (like the one
available with Norton's Utilities), to hand segment the
tempiate.

The file "template.cmd" is created ecach time TEMPLATE.C
is run and is different each time. However, TEMPLATE.BAT is
presented below, followed by the source code for the above
mentioned programs.

:TEMPIATE. BAT

:This batch allows the creation of a trmplate tile

:from a binary scene file for display on a MOSLM for

:use 1n the JIC. The program TEMPLATE.C (a progran

:written in Turbo-C) creates the file, and using the

tthe command file2 "template.cmd" the program TESTTARG

:1s used to display the original scene file and the

:resultant template on the video monitor.

:preparation

echo off

cls

SET TARGA=247

SET TARGASET=T 1X-10G

CD\NTURC

template

CD\TARGA
testtarg <template.cnd
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“read data, invert rows, average 2 for 1, and write dators

facok(filel, 77440, 0);
fread(bufferin, 1, 44800, filel):
For(j=0; j<70; j+=2)

{
for(k=0; k<640; kt=2)
{
holder=(bufferin{j]{kj+bufferinij+1]{k]
tbufferin{j|(k+l}+bufferin{j+1] k+1]+2)/4;
bufferout!34-j/2][k/2]=holder:
)

1
'

twrite(but ferour, 11200, 1. file2);

fseek(filel. 31360, 0);
fread(bufterin, 1, 46080, filel):
tor(j=0. j<i2; j+=2)

'
(

for(k-0: k<640: k+=2)
{
bolder=(bufferin{j|[k]+bufferin{j+1][k]
tbufferinlj] [k+l]+bufferin{j+1][k+1]4+2)/4;
buf ferour{35-j/2][k/21=holder;
\

i

1

fwrite(butferout, 11520, 1, file2);
feclose(fileld:

feclose(file?):

..........
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/% FLR2HLF2.C

/%

Vs ATIR FORCE INSTITUTE OF TECHNOLOGY

Ve CONVERSION PROGRAM FOR FLIR TO TARGA FILE FORMAT

/= by Capt John Cline s
/3 July 31, 1989 %
/%

/*This program CONVERTS a user specified ~153k FLIR image file to
/%*~22k TARGA format by deleting the first and iast 49 rows and
/*combining the remaining rows and columns 2 for 1. The resulting
/*file is 71x320 pixels, whereas the original was 240x640 pisels.
/*To make tiese files useful tor the SLM, it is necessary to run the
/*program HLF2AND.C or HLF2AND2.C after running thic one. This
/*version of the FLIR conversion program assumes 2 LEADING BYTES of
/*control characters will be present in the FLIR file. If the FLIR
/*files contain 0 or 4 control characters, FLRZHLF.C or FLR2PHLF3 . C
/*must be run instead

.............................................................

=zinclude "stdio.h"”
=include "string.h"
=zinclude "math.h"

int i, j, k, n, number files;

char filename{256], filename2[256:, filename3|[256]:

unsigned char bufferin([72][6421;

unsigned char bufferout{36](320];

unsigned holder;

char targhead[] = {\x00’, ’"\x00’, "\x03', "\x00', "\x00', "\x00'
AX00', "\x00', "\x00', '\x00', '"\x00', '"\x0H0',
ARSGO", \xO0L', "\x47", "\xD0", "\=x08', "\x00":

FILE »«filel, *file2;

void main()
{
printf("Enter the number of files to process: ");
scanf("su", &number files);
for(n=0; n<number files; n++)
!
printf ("FILE NUMBER 3d OF %d\n", n+l, number files):

Jrpet input file namew/

printf("Enter file name (no .flr) of FLIR file"): /7 v assumeds/
printf("in \TARCGA directory).\n"): /*TARGA directory assumeds,
scanf ("%s" | filename);

sprintf(filename? "\\targa\\#*s. . f1r", filename);:

sprintf(filename3, "\\targa\\*s hl1{" filename);:

/*open files and write headers/

fite? -fopen(filename3,"wb"};
fwrite(targhead, 18,1, file?2);
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filel=fopen(filename2,"rb"});

/*read data, invert rows, average 2 for 1, and write data?®/
fseek(filel, 77682, 0);
fread(bufferin, 1, 44940, filel);
for(j=0; j<70; j+=2)
{
for(k=2; k<642; k+=2)
{
holder=(bufferin(j]{k]+bufferin[j+1l] {k]+bufferin(j; ktl’
+bufferin{j+1}[k+1}+2)/4;
bufferout[34-j/2][k/2-1]=holder;
}
}
fwrite(bufferoutr, 11200, 1, file2);

fseek(filel, 31458, 0);
fread(bufferin, 1, 46224, filel);
for(j=0; j<72; j+=2)
{
for(k=2; k<b42; k+=2)
{
holder=(bufferin(j] k]+bufferin{j+ljik]j+bufferinij|ik+l]
+bufferin(j+1] [k+1]+2)/4;
bufferout[35-j/2](k/2-1]=holder;
}

\
i

fwrite(bufferout, 11520, 1, file?);
fclose(filel);
fclose(file2);
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..............
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/% FLR2HLF3.C

/% AIR FORCE INSTITUTE OF TECHNOLOGY

Vad CONVERSION PROGRAM FOR FLIR TO TARGA FILE FORMAT
/= by Capt John Cline

/% July 31, 1989

/*This program CONVERTS a user specified ~153k FLIR image file to

/*~22k TARGA format by deleting the first and last 49 rows and </
/*combining the remaining rows and columns 2 for 1. The resulting vt
/*file is 71x320 pixels, whereas the original was 240x640 pixels. */
/*To make these files useful for the SIM, it is necessarv to run the %/
/*program HLF2AND.C or HLF2AND2.C after running this one. This w/
/*of the FLIR conversion program assumes 4 CONTROL CHARACTERS will W/
/*be present at the end of each row in the FLIR file. If the FLIR s/
/*files contain zero or two control characters, FLRZHLF.C or W/
/*FLR2HLF2 .C must be run instead. ~/
/7:‘)\ e e e e e e T e S e e e S T e S A e e S T Y e S e e e ek sk s ERE Ve L e e e ket , J
#zinclude "stdio.h"
#include "string.h"
=include "math.h"
int i, j, k, n, number files;
char filename{256], filename2[256]), filename3[256];
unsigned char hufterin[72][644];
unsigned char bufferout[36]{320};
unsigr.d holder;
~tar targhead[] = {'\x00', ’"\x00’", "\x03", "\x00", "\x00°, "\x00’
A0, A\x00, "\x00', "A\x00’, "\x00", "\x00",
IAXRAGOT, A\xO0L’, \x477, \x007, '\x08", "\x00’}
FILE *filel, *fileZ;
void main()
{
printf("Enter the number of files to process: ")
scanf("su", &number files);
for(n=0; n<number files; n++)
\
printf("FILE NUMBER %d OF sd\n", ntl, mmber files);
/*get input file namex/
printf("Enter file name (no .flr) ot FLIR file"); S flr assumedss
printf{"in \TARGA directory).\n"); /*TARCGA directory nssumod~,

scanf("%s", filename);
sprintf(filename?,"\\targa\\#s.flvr" filenawme):
sprintf(filename3, "\\targa\\%s . hlf" filename);

/¥open files and write headers/

file?=fopen(filename?,"wh"):
fwrite(targhead, 18,1, file2);
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filel=fopen(filename?2,"rb");

/*read data, invert rows, average 2 for 1. and write datas/
fseek(filel, 77924, 0);
fread(bufferin, 1, 45080, filel);
for(i=0; j<70; j+=2)
{
for(k=0; k<640; k+=2)

{
holder=(bufferin{j]{kj+bufferin[j+1][kl+bufferin|j|[k+1]
+bufferin{j+1]{k+1]+2)/4;
bufferout{34-j/2][k/2]=holder;
}

)
fwrite(bufferout, 11200, 1, file?2);

fseek(filel, 31556, 0);
fread(bufferin, 1, 46368, filel);
for(j=0; j<72; j+=2)
{

for(k=0; k<640; k+=2)

{
holder=(bufferin[j]{k]j+bufferinlj+l][k]tbufferinjiik+];
tbufferin{j+1][k+1]+2)/4;
bufferout{35-j/2][k/2]=holder:
}

}
fwrite(bufferout, 11520, 1. tile2):
fclose(filel);
fclose(file?);
}
}

B T e e T e T P, N e ) B T O T e e N T T e e T T e T o e N TS TT L A e e e
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/% HLF2AND.C */
/% %/
* ATR FORCE INSTITUTE OF TECHNOLOGY %/
/= PROGRAM TO BINARIZE FLIR .HLF FILES FOR USE WITH THE SIM w/
VA by Capt John Cline st/
/* July 31, 1989 */
/% %/
/%*This program creates a BINARY version of TARGA files, that were W/
/%originally FLIR data. It should be run after running FLR2HLF.C, */
/*FLRZHLF2.C, or FLRZHLF3.C which reduce the original 240x640 FLIR  */
/*file to 71x320 pixels. The program first binarizes the pixel */
/*values based on the 71X320 image’'s AVERAGE intensity. 1t also x/
/*binarizes based on using the local average of 3x3 pixels. Both */
Jconditicre must be eatiefied for the nixel to receive a1 value nf */
/ﬁ'l’ Finally, the program breaks the file up into four smaller */
/*45X128 files for use with the SIM in the JTC. The user specifes s/
/*offset that determines which of the 71 rows will be included. The =/
/*files are stored in TARGA format in the files "filename.l1" thru o/
/*"filename.4". To use these files on the SIM, you must run the =/
/*program DIS-HF.C. Another program, HLF2AND2.C allows you to “/
/*specify a multiplier for the scene avelage threshold x/
/7’:7‘:7‘:,\ B el A L L L R A B LA S R A A 7:7:7':7':*7’:71‘7’:7’::':7':*:':*:’:7':7'::':/
zinclude "stdio.h"
zinclude "string.h"
#include "math.h"
float threshold=0, thrshld;
unsigned int jj, i, j, k, 1, m, offset, n, number files;
char filename[256], filename2[256];
unsigned char bufferin[45]{320];
unsigned char bufferoutl{45][320], bufferout2{45]{128)]
char targhead[] = {'\x00', "\x00’, '"\x03', '\x00', "\x00', "\x00",
"Ax00’, "\x00', "\x00’, '"\x00', '"\x00', ’"\x00",
"\x80", '\x00’, ’\x2d’', '\x00', ‘\x08', "\x00"};
FILE *filel;
void main()
{
printf("Enter a vertical offset (integer between 0 and 26):\n")
scanf ("su", &offset);
of fset=320%0ffset+18;
printf("Enter the number of files to process: ");
scanf ("su", &number files);
for(n=0; n<number files; n++)
{
printf ("FILE NUMBER %d OF $d\n", n+tl, number files);
/*get tile name */
printf("Enter file name (no .hlf)"); Jrassume L hlfs/
printf(" (in \TARGA directorv.)\n"); /Fassume \TARCAN
scanf("%s", filename):




sprintf(filename?, "\\targa\\%s.hlf" filename};

/*read in datax/
printf("\nreading in data\n");
filel=fopen(filename2,"rb");
fseek(filel, offset, 0);
fread(bufferin, 1, 14400, filel);
fclose(filel);

/*Do the scene average threshold¥/
printf("calculating scene average intensity\n");
for(i=0; i<45; i++)
{

for(j=0; j<320; j++)

{

threshold+=bufferin(i}[j];

)
}
threshold=threshold/14400;

/*Now do the local 3X3%*/
printf("calculating local 3x3 average intensity\n count to 43\n");
for(i=1; i<44; i++)
{
printf("su\n",i);
for(j=1; j<319; j++)
{
thrshld=0;
if(bufferin(i]{j]<=threshold) bufferoutl[i][]j]=0x00;
else
{
for(l=i-1; 1<i+2; 1++)
{
for(m=j-1; m<j+2; m++)
{
thrshld+=bufferin[l]{m];
}
}
if(bufferin(i

I thrshld/9) bufferoutli][]j]=0x00;
else bufferoutl

[j]=0xft;

jlI<
(1]

}

/*zero edges of output array*/
for(i=0; i<45; i++)
{
bufferoutl{i{0]=0x00;
bufferoutl[i][{319]=0x00;
!
for(j=0; j<320; j++)
{
bufferoutl{0][j]=0x00;
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bufferoutl[44][]j]=0x00;
)

/*write the four files+*/
printf("writing output files"});
for(k=0; k<&4; k++)
{
for(i=0; i<45; i++)
{
jj=k*64;
for(j=0; j<128; j++)

{
bufferout2(i]{j]=bufferoutl[il{;j];

Jj+t;
}

)
sprintf(filename2,"\\targa\\%s.3u", filename k+l);

filel=fopen(filename2,"wh");
fwrite(targhead,18,1,filel);
fwrite(bufferout2,5760,1,filel);
fclose(filel);
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/3o e Sk e e R e S e e S R e R A R A R R /
/% HLF2AND2.C %/
/¥ ¥/
/¥ AIR FORCE INSTITUTE OF TECHNOLOGY i/
VAs PROGRAM TO BINARIZE FLIR .HLF FILES FOR USE WITH THE SIM )
/= by Capt John Cline %/
VA July 31, 1989 %/
/% %/
/*This program creates a BINARY version of TARGA files, that were )
/*originally FLIR data. It should be run after running FLR2HLF.C, )
/*FLR2HLF2.C, or FLR2HLF3.C which reduce the original 240x640 FLIR W/
/*file to 71x320 pixels. The program first binarizes the pixel s/
/*values based on the 71X320 image’s AVERAGE times a user specified v/
/*multiplier. Tt also binarizes based on using the local average of %/
/*3x3 pixels. Both conditions must be satisfied for the pixel to */
/*receive a value of 'l’'. Finally, the program breaks the file up */
/*into four smaller 45X128 files for use with the SIM in the JTC. w
/*The user specifes an offset that determines which of the 71 rows e/
/*will be included. The files are stored in TARGA format in the W/
/*files "filename.la" thru "filename.4a". To use these files on the =%/
/*SIM, you must run the program DIS-HF.C. Another program, */
/*HLF2AND.C, does not allow a multiplier for the scene average W/

</

/*threshold and stores the files in "filename.l" thru "filename.4".

B s T s L e T e S T S T e N S T T o e T T N S T L
WA N ARANARNRAE HARNKARNANRNARNARNANAR RN R AN N A R AN RN AN N NN AN NN A RR W WWWw W W W W W W T W W N W

#include "stdio.h"
=include "string.h"
=#=include “"math.h"

float multiplier, threshold=0, thrshld;

unsigned int jj, i, j, k, 1, m, offset, n, number files;

char filename[256], filename2{256];

unsigned char bufferin{45][320};

unsigned char bufferoutl[45][320], bufferout2{45]({128];

char targhead[] = {'\x00', ’'\x00’, "\x03', "\x00', "\x00°,
"A\x00', "\x00", "\x00', "\x00', "\x00",
"\x80", "\x00’, ’"\x2d’, ’'\x00’, ’"\x08",

FILE *filel;
void main()
{

"A\x00",
%007,
ANOOT T

printf("Enter a vertical offset (integer between 0 and 26):\n"):

scanf("su", &offset);
offset=320%cffset+18§;
printf ("ENTER threshold multiplier (mean=1:;"):
printf(" 1.5 times mean=1.5 etc.):\n");
scanf ("%£f", &multiplier);
printf("Enter the number of files to process: ™)
scanf("su”, &number files):
for(n=0; n<number files; nt+)
{
printf ("FILE NUMBER #d OF 2d\n", ntl, number files);




/*get file name */

printf("Enter file name (no .hlf)"); J*assume . hlfsw/
printf(" (in \TARGA directory.)\n"): /*assume \TARGAY/
scanf("%s", filename);

sprintf(filename2,"\\targa\\%s.hlf"”, filename);

/*read in datax/
printf("\nreading in data\n");
filel=fopen(filename2,"rb");
fseek(filel, offset, 0);
fread(bufferin, 1, 14400, filel);
fclose(filel);

/*Do the scene average threshold*/
printf("calculating scene average intensity\n");
for(i=0; i<45; i++)
{

for(j=0; j<320; j++)

{

threshold+=bufferin{ij[j];

}
)
threshold=multiplier*threshold/14400;

/*Now do the local 3X3%/
printf("calculating local 3x3 average intensity\n count to 43\n");
for(i=1; i<44; i++)
{
printf("%u\n",1);
for(j=1; j<319; j++)
{
thrshld=0;
if(bufferin{i][j]<=threshold) bufferoutl!i}[]j]=0x00;
else
{
for(l=1i-1; 1<i+2; 1++)
{
for(m=j-1; m<j+2; m++)
{
thrshld+=bufferin[l][m];
}
}
if(bufferin([i]{j]<=thrshld/9) bufferoutl{il{j]-0x00;
else bufferoutl[i][]j]=0xff;

!

/*zero edpes of outpul array¥/
for(i=0; 1i<45; i++)
{
bufferoutl[i][0]=0x00;
bufferoutl{i][319]-0x00;
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}

)

}

for(j=0; j<320; j++)

{

=0x00;

bufferoutl[0][j]
[3]1=0x00;

bufferoutl{44]
)

/*write the four files*/
printf("writing output files");
for(k=0; k<&4; k++)
{

for(i=0; i<45; i++)

{

Ji=kw6b;

for(j=0; j<128; j++)

{
bufferoutZ{i][j|=bufferoutl[i][jj]:
jjt+;

)

)
sprintf(filename2,"\\targa\\%s.%ua", filename k+1);

filel=fopen(filename2,6 "wb");
fwrite(targhead,18,1,filel);
fwrite(bufferout2,5760,1,filel);
feclose(filel);
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/% TEMPLATE.C S/
VA AIR FORCE INSTITUTE OF TECHNOLOGY )
Vad PROGRAM FOR CREATING TEMPLATES FOR USE IN THE JTC w )
/o by Capt John Cline v/
/* July 31, 1989 </
/% o/
/*This program will create a ~7k 45x128 pixel TARGA file using 2Ux65 =/
/*pixels from a user specified binary FLIR file in TARGA format s
/*created by the program HLF2AND.C or HLF2AND2.C. The user selccts ¥/
/*the coordinates of the center pixel in the original file, and the 7
/*29x65 pixels will be written onto a black background centered at o/
/*pixel location (64, 14). The template file can be displaved on -
/*SLM using the program DIS-HF which is part of a joint transform S
/*correlator. The program also creates a .CMD file for use with g
/*the TARGA program TESTTARG which allows the template and scene *f
/*file to be displaved on the video monitor after template creation. %/
/*The batch file TEMPLATE.BAT will perform all necessarrv steps o/
/*except some further segmentation of the template that must be done ¥/
/*use a hex editor like the one available with Norton's Utilities. w/
T e R e LT T S

zinclude "stdio.h"
zinclude "string.h"
=zinclude "math.h"

unsigned int i, j, ii, jj, xc. vc;

char filename[256], filenamel([256], filename3[256];

unsigned char bufferin{45]{128];

unsigned char bufferout{45](128];

char targhead{] = {'\x00', "\x00', '\x03’, "\x00’, "\x00'  "\x00",
AX00, A\x00", "\x00', "\x00", "\x00". "\x00",
AXB0, AXDO', A\x2d', A\x007, AN08T . "A\x00")

FILE #filel, *file2;

void main()

)
A

printf("Enter file name and .ext of AND file"):

printf(" (in \TARGA directory).\n"), SFagsume N TARGAT,

scanf("*s", filename):
qulntf(fllenamPZ,”\\targn\\is”,filename);
printf("reading in data\n");
filel=fopen(filename2 "rb"):
fseek(filel , 18,0);

fread(bufferin, 1. 5760, filel):
feclose(filel);

Jwtemplate will go in TARCA directorvy with twp cutension’
printf("Enter file name (no .tmp)");

printf(" of template file (to \TARCA directory). »n"):
scanf("3s”", filename);




sprintf(filename?, "\\ta:yi\\vs vep”  f1lename)
file2=fopen(filengme?, "wh");
Srereate comd filew/

f'il(']=17>pcﬂ!(‘“\\’ g template, cmd™, "W
fprintf(filel,” '\c\nx1uSv\nU\JO\HO\HdiH]ngc:pic\n?s“.fil .
fprintf(filel ,”\nO\nU\n- \n?otpio\n%s.tmp\nﬁ\nBU\n—l\n Al lename
fprintf(f 110 raphend nquit\n")

felose(filel

/*create template filed/

printf("Enter center coordinates xe hetween 32 and 9% incluacivein
printf("and vc between 14 and 30 inclusive:\n"):

printf("xc:");

scanf("su", &xc);

printf("ve:");

scanf("su", &ve)

ii=0;
for(i=yc-14; i<vet+ld: 1v4)
{
.2 .
JJ—/4,
for(j-me-232; j<xet33; jt4)
{
bufferout tii{jji=bufferinii’{jl;
Jiens
]
iite:
1
i
fwrite (i{\il'uh\ ad le, 1. Eile2):

fwrite(hnaffervroat, 5!~d, L. file2y;
felose (File)




APPENDIX D. SPIRICON FRAMEGRABBER

This appendix presents information relating to the
Spiricon framegrabber system. It is included for two
reasons. First, this system can provide 3D plotting of its
files that enhance documentation. Second, this camera and
framegrabber system may be used in future related research.
The manual can provide more information concerning this
system if it is needed [36].

A brief discussion of Word Perfect 5.0 import of these
3D plots and description of the file formats will be
presented, followed by a discussion of software used to
convert TARGA file formats to Spiricon and vice versa.
Computer code written during this thesis effort in "C" for

Borland's Turbo-C compiler is also included.

D.1 DPocumentation in Word Perfect 5.0

The following discussion assumes knowledge of Word
Perfect 5.0's graphic program GRAB.COM. 3D plots using the
Spiricon system can be imported into Word Perfect 5.0 if a
few steps are followed. GRAB.COM must be run first, before
executing the Spiricon software. GRAB.COM, which can
convert the computer monitor display into a graphic file
"grabX.wpg" for later import into Word Perfect 5.0, is
normally easy to use. However, when it runs along with the
Spiricon software some strange things happen.

The first problem encountered is that the outlire box
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is not visible, but the correct region is usually captured
if no cursor buttons are pressed. The second problem is
that after the file is created, the computer locks up and
must be reset by powering down and back up again (Ctrl-Alt-
Del won't work). This may be too tedious if a number of
plots are necessary, so cut and paste may be preferred using

Spiricon's built in print function.

D.2 Spiricon File Formats

Spiricon files are 512X512 arrays of eight bit grey
scale pixels in unsigned byte format. The only differences,
other than the size of the file (512X512 versus 400X512),
between Spiricon and TARGA files are the necessary header
information, and that the TARGA files are row major starting
from the lower left, while the Spiricon files are row major
starting from the upper left.

Instead of the 18 byte header used by TARGA files,
Spiricon files have only two bytes preceding the image data,
hex 39 and hex 30. Spiricon files also have 906 bytes of
information at the end of each file relating to equipment
configuration. So the total length of the Spiricon file is
263052 bytes [36:79], versus 204818 bytes for a full scrcen

(400X512) TARGA file.

D.3 Spiricon Conversion Software

The first of three conversion programs, TAR2SPIR.C,
converts a 400X512 TARGA file to a 512X512 Spiricon file by

adding 56 rows of zeros both above and below the image data.
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The 906 bytes of information typically at the end of each
Spiricon file is read from the file "spir.fig" that is used
by the Spiricon system software, and can ke found on the
distribution diskettes [37].

The second program, SPIR2TAR.C, converts the Spiricon
file to a 400X512 file by deleting the first and last 56
rows. A third program, SPI2TAR.C, creates a 512X512 TARGA
file which can not be fully viewed on the TARGA video
monitor. However, this does allow Spiricon files to be
converted to Encapsulated PostScript files for use with

Latex (see Appendix B).
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/‘k*****************‘k**“k*k********‘k?‘:****‘k‘k‘k*‘kfc*k‘k*‘k**‘k*k‘k‘k‘k7'\‘7':7'<:'(“k“k‘k"k*k*k:‘r:‘c‘.’:?'c“k/

/% TAR2SPIR.C %/
/% %/
/% AIR FORCE INSTITUTE OF TECHNOLOGY */
/% CONVERSION PROGRAM IFOR TARGA TO SPIRICON FILE FORMAT */
/* by Capt John Cline */
/* July 31, 1989 %/
/% %/
/*This program CONVERTS a user specified TARGA file to Spiricon file */
/*format by adding 56 blank rows above and below the image data. */

/*The file "spir.t1ig" must be present to provide header information >/
/*for the Spiricon file. Since Spiricon's files start from the top */
/*TARGA's start from the bottom, inversion is necessary. */

J A e

#include "stdio.h"
#include "string.h"
#include "math.h"

int 1, j, k;
char filename

[ filename2[256), holder[512];
char bufferit]

[

[

56],
00][512];
char spirhead[2]={"'
char spirtail{906]

\x39',"\x30"};

2
1
2
9061 ;

FILE *filel, *file2, *file3;

void main()
{
/*get file names and open files*/
printf("Enter complete path and file name of TARGA file.\n"):
scanf(”"%s", filename);
filel=fopen(filename,"rb");
printf("Enter complete path and file name of SPIRICON file.\n");:
scanf("%s", filename2);
file?=fopen(filename?2, "whb");

/*write 2 header bytes and 56 blank rows*/
fwrite(spirhead, sizeof(spirhead), 1, file2):
fwrite(bufferit, 28672, 1, file2);

/*read TARGA, invert rows and write Spiricon*/
printf("Count to 4\n");
for(i=0; i</; i++)
{
printf("sd\n",i+l);
fseek(filel, 18+51200%(3-1i), 0);
fread(bufferit, 1, 51200, filel);
for(j=0; j<50; j++)
{
for(k=0; k<512 k++)
{
holder[k]=buffericl/j][k];
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bufferit[j

] [k}=bufferit[99-7](%];
bufferit[99-

j]Ek}=h01der[k];
)
)

fwrite(buflferit, sizeof(bufferit), 1, file2);

}
fclose(filel);

/*write 56 blank rows¥/
for(i=0; i<512; i++)

{
for(j=0; j<56€; j++)
{
bufferit[j]{i]=0x00;
}

)
fwrite(bufferit, 28672, 1, file2);

/*write configuration file to Spiricon file%x/
file3=fopen("spir.fig","rb");
fread(spirtail, 1, 906, file3);
fclose(fileld);
fwrite(spirtail, sizeof(spirtail), 1, file2);
fclose(file2);

)

/S KAkl R R RS S S ek Rk s ek
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/*******************‘k*k*********************7‘(*7’(***7'c~k7'<***‘k***:’c*‘k*fc‘k*‘k***/

/* SPIR2TAR.C %/
/* */
/* AIR FDJIRCE INSTITUTE OF TECHNCTOGY */
/* CONVERSION PROGRAM FOR SPIRICON TO TARGA FILE FORMAT */
/* by Capt John Cline */
/* July 31, 1989 %/
/% */

/*This program CONVERTS a user specified Spiricon file to TARGA file */
/*format by deleting 56 rows on the top and bottom of the image data.*/

/*An 18 byte header is added to the TARGA file. Since Spiricon’s */
/*files start from the top and TARCA'5 start from the bottom, */
/*inversion is necessary. The program SPI2TAR.C will create a */
/*512X512 TARGA file (no deleted lines), however it can not be viewed*/
/*in its entirity on the video monitor. */
/e ek Sk e KR S ek SRSk ek e R e S R R SRR R ARk /

#include "stdio.h"
#include "string.h"
#include "math.h"

int i, j, k;

char filename[256], filename2{256], holder[512];

char bufferit{100][512];

char targhead[] = {’\x00’, *\x00’, '\x03', "\x00', "\x00’, ‘\x00',
‘AxO00", "\x00', "\x00', "\x00', "\x00', "\x00",
'\x00', "\x02', "\x90', "\x01’", "\x08', "\n00'y;

FILE *filel, *file2,;

void main()
{
/*get filenames and open files*/
printf("Enter complete path and file name of SPIRICON file.\n");
scanf("¥s", filename);
filel=fopen(filename,"rb");
printf("Enter complete path and file name of TARGA file.\n");
scanf("%s", filename?2);
file2=fopen(filename2, "wbh");

/*write header¥*/
fwrite(targhead, sizeof(targhead), 1, file2);

/*read Spiricon, invert files and write TARCA*/
printf("Count to 4\n");
for(i=0; i<4; i++)
{
printf("sd\n",i+l);
fseek(filel, 28674+4(3-1)%*51200, 0);
fread(bufferit, 1, 51200, filel);

for(j=0; j<50; j++)
{
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for(k=0; k<512; k++)
{
holder(k]=bufferit[j][k];
bufferit[j][k]=bufferit[99-j]{k];
bufferit{99-j][k]=holder(k];
)
}
fwrite(bufferit, sizeof(bufferit), 1, file2);
}
fclose(filel);
fclose(file2);
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/**********)‘c*‘k***7\'*********7‘:************k*******7‘(**********************/

/* SPI2TAR.C */
/x %/
/* AIR FORCE INSTITUTE OF TECHNOLOGY */
/* CONVERSION PROGRAM FOR SPIRICON TO TARGA FILE FORMAT */
/% by Capt John Cline */
/% July 31, 1989 */
/* */
/*This program CONVERTS a user specified Spiricon file to TARGA file %/
/*format without deleting any rows. The resultant TARGA file is */

/*512%X512 pixels 112 rows too large for display of the entire image */
/*on the TARGA video monitor. However, this step allows the Spiricon%/
/*files to be converted to Encapsulated PostScript using the TARGA */
/*program TRUEPS.EXE. The resultant PostScript file must have its */
/*last two command lines removed using an ASCII editor to be importedx/
/*into Latex. An 18 byte header is added to the TARCGA file; and */
/*since Spiricon's files start from the top and TARGA's start from */
/*the bottom, inversion is necessary. The program SPIR2TAR.C will */
/*create a 400X51? TARGA file (with deleted lines) that can be viewed*/
/*in its entirity on the video monitor. */

/s sk ek ek ok ot etk R R R SRR R R R TR R/

#include "stdio.h"
#include "string.h"
#include "math.h"

int i, j, k;

char filename[256
char bufferit|[64]
char targhead[] =

], filename2[256], holder([512];

(512];

{'\x00', "\x00', "\x03’, "\x00', '\x00', "\x00",
\x00’, "\x00', "\x00’, '\x00', "\x00', "\x00"',
\x00", "\x02', "\x00', "\x02', "\x08', "\x00"};

FILE *filel, *file2;

void main()
{
/*get filenames and open files%*/
printf("Enter complete path and file name of SPIRICON file.\n");
scanf("%s", filename);
filel=fopen(filename,"rb");
printf(”"Enter complete path and file name of TARGA file.\n");
scanf("%s", filename?2);
file2=fopen(filename2,"wh");

/*write header*/
fwrite(targhead, sizeof(targhead), 1, file2);

/*read Spiricon, invert files and write TARGA*/
printf("Count to 8\n");
for(i=0; i<8; i++)
{
printf("sd\n",i+l);
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fseek(filel, 2+(7-1)*32768, 0);
fread(bufferit, 1, 32768, filel);
for(j=0; j<32; j++)
{
for(k=0; k<512; k++)
{
holder[k]=bufferit[j][k];
bufferit{j][k}=bufferit[63-j][k];
bufferit[63-j][k]=holder[k];
}
}
fwrite(bufferit, sizeof(bufferit), 1, file2);
)
fclose(filel);
fclose(file2);
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APPENDIX E. IMAGING TECHNOLOGY SYSTEM

This appendix presents information relating to the
Imaging Technology image processing system. This system was
made available by ASD\ENAML, and was used to perform the
simulations of Chapter III. The equipment can perform a
number of functions including 2D Fourier transforming and
image rotation, which may be useful for future attempts at
performing rotation invariant pattern recognition.
Additional information can be acquired from the system
manuals [38] or through personnel at ASD\ENAML ([39].

A description of the file formats for the Imaging
Technology system is presented, followed by a discussion of
the software used for file conversion. Computer code
written during this thesis effort in "C" for Borland's

Turbo-C compiler is also included.

E.1 Imaging Technology Fiie Format

All Imaging Technology files have a .img extension in
their DOS file name. The largest Imaging Technology files
are 480X512 arrays of eight bit grey scale pixels in
unsigned byte format. The only differences, other than the
maximum size of the file (480X512 versus 400X512), between
Imaging Technology and TARGA files are the necessary header
information, and that the TARGA files are row major starting
from the lower left, while the Imaging Technology files are

row major starting from the upper left.
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Instead of the 18 byte header used by TARGA files,
Imaging Technology files can have a variable header size,
depending upon the length of the comment field inside the
header. The header specifications for Imaging Technology
files are listed in the system manuals [38:C-1] and are

reproduced below.

Bytes Contents
0-1 Characters IM indicate this is an image file
2-3 Comment length
4-5 wWidth of the image in pixels
6~7 Height of the image in lines
8-9 Coordinates of original X-axis position
10-11 Coordinates of original Y-axis position
12-13 File type flag ©0 = 8 bit
1 = compressed
4 = 16 bit
14-63 Reserved
64-n Comment area - variable in length; maximum
255 bytes
rest Data area

E.2 Imaging Technology Conversion Software

The first of three conversion programs, TAR2IMG.C,
converts any size TARGA file to a Imaging Technology file by
changing the header and inverting the data to read from top
down instead of from bottom up.

The second program, IMG2TAR.C, converts Imaging
Technology files of any size to TARGA file format by
reversing the process of TAR2IMG.C. This may result in a
TARGA file that is too large to be fully viewed on the TARGA
video monitor. However, this does allow Imaging Technology
files to be converted to Encapsulated PostScript files for

use with Latex (see Appendix B).
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The third program, IMG2TAR2.C, converts a 480X512
Imaging Technology file to a 400X512 TARGA file by deleting

the last 80 lines.
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R R T e R LRt S ek & vy
/% TAR2IMG.C /
/3‘: B
/¥ AIR FORCE INSTITUTE OF TECHNOLOGY w
/% CONVERSION PROGRAM FOR TARGA TO IMAGING TECHNOLOGY FILE bFoRMAT oo
A by Capt John Cline vy
Vad September 30, 1989 v/
/:': %/
/*This program CONVERTS a user specified TARGA file to Imaging W/

/*Technology file format.

A 64 byte header is added to the Imaging ¥/

?

/*Technology file; and since TARGA files start from the bottom and W/
/*Imaging Technology files start from the top, inversion is w
/¥necessary.

[ TG U S SO T TN SR R P O T MG N N PR T S RPN
R A RARAN AR AN AR RN AN AR RN AR KRR RRNAR
/

e de e e e,

(I )

#include "stdio.h™
=include "string.h"

long int seek length;
int i, columns, rows;
unsigned char filename[256], filename2(256], buffer[512], targheadl18';

char imtechhead[64]={"\x49"'

"\x90","\x01"
"\x00"', "\x00’
‘Axld’, "\x03"
"\x20"','\x00’
"\x5d’, "\x02'

FRC SRV S W SN R S
NRARKRARN

’

»

’

?

)

"\x0a’,"\x01",

"A\x00"'
"\xd7"’
"\xc4!

N

D T o N g D R P PO N
B R A I B G R T LR LRt

]

»

)

"\x1lb’,
JAxLd A x9at, Aawtor
A\x827,

"\xc4!

"A\x%e’  "\xf9'  "\x33'
"\x967,'\xf9"’, '\x82'
"\x9%e’, "\xf9"’, "\x40’
"\x82',"\x00","\xOf"’

FILE *filel, *file2;

void main()

{

/*pet filenames and open filesw,
printf("Enter complete path and file n

scanf("%s", filename);
filel=fopen(iilename,"rb");

printf("Enter complete path and file n:

printf(" IMAGING TECHNOLOGY file.\n"):

scanf ("%s", filename?2);
tfile2=fopen(filename?,"wh"):

)

SO

CAxGd’ ) \x007, '\x00 ", "\x00" , "\x02",

"\x00","\x00","\x00",
AXS1','\x72","\xf9",
"A\xld’, '\x06" "\x00",
"\x00","\x89",'"\x55",

AN007, '\xfdT Asfal,
A\x007  'A\x5d" \x2c,

,AXOO0 " A\xfd”, "\xfa’,

’

\X00', \X07 ", "\x59"
"\x00" 1 ;

ame of TARCA file.\n")y;

e (and Cimg) of ")

/*get TARGA input file specs and write Imaging Technology headers:

fread(targhead, 1, 18, filel):

columns=(int)targhead[12]4256%(int)targhead 137,
rows=(int)targhead[141+256 (int targhead’ 1H];

1

imtechhead 4| =targheadl12];
imtechhead{51=targhead[13]:
imtechhead!6]~targhead[14];




imtechhead[7]=targhead{15];
furite(imtechhead,1,64,file2);

/*read in TARGA and write Imaging Technologyv one row at o Clmer
for(i=rows-1; i>=0; i--)

{
seek length = (long)i * (long)columns + 18;
fseek(filel, seek length, 0);
fread(buffer, 1, columns, filel);
fwrite(buffer. columns, 1, file?2);

)

feclose(filel);
fclose(file2):
printf("done \n");

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
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/% IMG2TAR.C

,o

S

J* ATR FORCE INSTITUTE OF TECHNOLOGY
/% CONVERSTON PROCRAM FOR IMACING TECHNOLOGT To TARCA FILE
/

NORRINNSH
& by Capt Johin Cline
September 30, 1989

/*This program CONVERTS a user specified lmaping Techinology file o
SETARCA file fourmat without deleting anv rows. The resultant TaRos
JEfile 1s a maximum of 480X512 plmels B8O rows roo lavepe for displas
/%ot the entire image on the TARGA video monitor. Howcver, this steps
/*allows the Imaging Technology Files to be converted to Encapsulateds.
/*PostScript using the TARGA program TRUEPS.EXE. The resultant
/*PastScript file must have its last two command lines removed using
/*an ASCII editor to be imported into Latex. An 18 bvte header is
/*added to the TARGA file; and since Imaging Technology files star:
/*from the top and TARGA's start from the bottom. inversion is
J*necessary.  The program IMG?TAR? € will create a 400X512 TARCH rilow
/#from a 480X512 Imaging Technology file by deleting the last 80
S%lines, so that the resultant TARCA file can be viewed In its
“rentirity on the video monitor.

zinclude "stdio.h
=include "string.h"

int i

)

uns i gned char holderi27;

char filename! 2551, filename2 2561, buffer 5127

long int columns, vows, comment length, seck lenpth;

char targheadi 7 = {[/A\x007 Ax00' 0 A\=x03", "\x00", \
AR00T 0 ARO00T D Aax00 " k00T T
AROO0T D ARO2 T ARG L AL A =D8 T T eonr

PILE filel. sfilel;

void maing)

'

1
Jrpet filenames and openy/
printf("Enter complete path and file name of");
printf (" IMAGING TECHNOLOGY [ile . n");

"

scanf (g tilename):

filel ‘fopen{filename, "rb" ),

printf("Enter complete path and tile name of TARGA file ™y
scanf ("ss" {ilename? )

filed=fopen(tilename?, "wh™);

Crpet IMAGING TECHNOLOCY inputl file specs and write TARCA headerss
fseck(titel , 20 D)

freadtholder, 1.0 20 filely:

comment lenpth-holder 074256 holder 17

freadiholder. T, 20 filely:




columns=holder[0]4+256*%holder[1};
targhead[12]=holder[0];
targhead[l13]=holder(1l];
fread(holder, 1, 2, filel);
rows=holder[0]+256%holder(1];
targhead|1l4]=holder{0];
targhead[15]=holder(1];
fwurite(targhead, 1,18 ,file2);

/*read in Imaging Technology and write TARGA one row at a time/
for(i=rows-1; i>=0; i--)}

{
seek length = (long)i * columns + 64 + comment length;
fseek(filel, seek length, 0);
fread(buffer, 1, columns, filel);
fwrite(buffer, columns, 1, file2);
1

fclose(filel);
fclose(file?);
printf("done \n");

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
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/% IMG2TAR2.C v/
/% oy
/= AIR FORCE INSTITUTE OF TECHNOLOGY v/
/% CONVERSION PROGRAM FOR IMAGING TECHNOLOGY TO TARGA FILE FORMAT v/
/* by Capt John Cline 2/
/= September 30, 1989 5y
/* =/
/*This program CONVERTS a user specified 480X512 Imaging Technology 7/
/*file to a 400X512 TARGA file format by deleting the last 80 rows. =/
/*An 18 byte header is added to the TARGA file; and since Imaging W
/*Technology files start from the top and TARGA's start from the %/
/*bottom, inversion is necessary. The program IMG2TAR.C will create %/
/*TARGA files that match the size of the input Imaging Technology ¥/
/*file. e/
/R TR R R R R R R e o R R R R Sk i

#include "stdio.h"
#include "string.h"

int 1, j, k;

unsigned wastelength;

char filename{256], filename2{256], wasteheader[200}, holder!512]:

unsigned comnentlength;

char bufferit[100]{512];

char targhead{] = (’\x00’, ’"\x00’, "\x03’, ’'\x00', '\x00', "\x00',
"Ax00', "\x00", "\x00', "\x00', "\x00', "\x00",
A\x007, "\x02", "\x90", "\x01", ’\x08', ’\x00'1;:

FILE *filel, *file2;

void main()

{
/*get file names and open files*/
printf("Enter complete path and file namr of");
printf(" 480X512 IMAGE TECHNOLOGY file.\n");
scanf("%s", filename);
filel=fopen(filename,"rb");

printf("Enter complete path and filename of 400X512 TARGA file.\n");:

scanf("%s", filename?2);
file2=fopen(filename2, "wb");

/*write header»/
fwrite(targhead, sizeof(targhead), 1, fils2):

/*get Imaging Technology file specs®/
fread(wasteheader, 1, 4, filel):
commentlength=wasteheader|[2]+256*wasteheader il
wastelength=64+commentlength;

printf("Count to 4\n");
for(i=0; i<s; i++)

H
1




printf("sd\n",i+l);
fseek(filel, wastelength+51200*%(3-1i), 0);
fread(bufferit, 1, 51200, filel);
for(j=0; j<50; j++)
{
for(k=0; k<512; k++)
{
holder[k]=bufferit{j][k];
bufferit[j][k]=bufferit{99-j](k};:
bufferit[99-j][k]=holder(k];
}

}
furite(bufferit, sizeof(bufferit), 1, file2);
)
fclose(filel);
fclose(file?);
etk ek e e e e e s e v e s v Sk e ok e fee ok ek e dedeFede sk B R S S
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APPENDIX F. TAGGED IMAGE FILE FORMAT (TIFF)

This appendix presents information relating to the
conversion of TARGA files to TIFF for import into Word
Perfect 5.0. This technique created the grey scale imagery
that is pictured in Chapters III, IV, and V. The software
provided by the vendor, TRUETIF.EXE [32], did not interface
well with Word Perfect 5.0. The resulting images in Word
Perfect appeared to be shifted by several pixels. For that
reason, software was written to correct the problem.

A discussion of the necessary fix actions is given
below. Computer code written during this thesis effort in
"C" for Borland's Turbo-C compiler is also included.

Limited documentation is available for TIFF at AFIT [40].

F.1 TIFF Conversion Software

By inspection of the various files created by
TRUETIF.EXE, and through trial and error techniques, a
little was learned about TIFF headers. The result was that
a modified header file "tifhead.fil" was created. Using
this header as a baseline for (400X512 images), only two
observations were neccssary to make the header generic. The
first was that the width in pixels was located in bytes 30
and 31, while the height in rows was located in bytes 42 and
43, so these four bytes had to be changed for different file
sizes. The second was that the header indicated that the
TIFF file would begin at the top left corner, so lack of
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TIFF documentation dictated inverting the TARGA data.

Two programs appear below: TAR2TIF.C, which converts a
400X512 TARGA file to TIFF; and TAR2TIF2.C, which converts
TARGA files of any size to TIFF. TAR2TIF.C runs faster!

One additional note: An error message appears in Word

Perfect when these files are imported. Ignore it when it
appears (by pressing [Enter]), and everything will work
fine.
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/*This program CONVERTS a user specified 400X512 TARGA file to TIFF.
/*A 222 byte header is added to the TARGA data to create this file

/*which imported into Word Perfect 5.0. The 222 byte header is read *
/*from the file "tifhead.fil" which must be present for this program =*
/*to work. Since TARGA files start from the bottom and this header %/

R
/% TARZ2TIF.C )
* s

/* AIR FORCE INSTITUTE OF TECHNOLOGY v/
/% CONVERSION PROGRAM FOR TARGA TO TAGGED IMAGE FILE FORMAT (TIFF) =/
/* by Capt John Cline %/
/% October 31, 1989 %/
/* *,':/
*/

w/

/

/

/*specifies starting from the top, inversion is necessary. The */
/*program TAR2TIF2.C can convert TARGA files of any size, but runs W/
/*slower. By
R R /

#include "stdio.h"
#include "string.h"

int 1,j,k;

char holder[512], buffer{100](512];
char filename[256], filename2[256];
char tifhead[222];

FILE *filel, *file2;

void main()

{
/*read in headerx/
filel=fopen("tifhead.fil","rb");
fread(tifhead, 1,222 filel);
fclose(filel);

/*get file names and open filesx/

printf("Enter complete path and file name of TARGA file \n");
scanf("%s", filename);

filel=fopenttilename,"rb");

printf("Enter complete path and file name of TIFF file.\n"):
scanf("%s", filename?l);

file2=fopen(filename2,"wb"):

/*write header*/
fwrite(tifhead, 1,222 file2);

/*read in TARGA, invert, and write TIFF*/
printf("Count to 4\n");
for(i=0; i<4; i++)
{
printf("sd\n",i+l);
fseck(filel, 18+4153600-i%51200,0);
fread(buffer. 1, 51200, filel);
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for(j=0; j<50; j++)
{
for(k=0; k<512; k++)
{
holder]|
buffer|
buffer|

kj=buffer[j][k];
jllk]=buffer[99-j][k]
99-j1[kl=holder(k];

}
}
fwrite(buffer, 51200, 1, file2);
}
fclose(filel);
fclosa(file2);

}

J/FF AT TSRkt eok ekt R ek it
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e S S
/% TAR2TIF2.C y
* :':/
Vs AIR FORCE INSTITUTE OF TECHNOLOGY %/
/* CONVERSION PROGRAM FOR TARGA TO TAGGED IMAGE FILE FORMAT (TIFF) */
/¥ by Capt John Cline 3/
/= October 31, 1989 %/
/% x/
/*This program CONVERTS a user specified TARGA file of any size to </
/*TIFF. A 222 byte header is added to the TARGA data to create this %/

/*file which imported into Word Perfect 5.0. The 222 byte header is =/
/*read from the file "tifhead.fil" which must be present for this */
/*program to work. The header must be modified to reflect the proper#*/
/*file size. Also, since TARGA files start from the bottom and this */
/*header specifies starting from the top, inversion is necessary. */
/*The program TAR2TIF.C can convert only 400X512 TARGA files, but is */
/*much faster. %/

B O T T O T T S T S o N s R P N S A O B PR
/,\,wc,uu\,u\x,c,cxn,o\ AAAAA KRR RXKRTFTFRNhhix P R R L R AR h A G R R i
/

#ipclude "stdio.h"

#include "string.h"

long int seek length;

int i, columns, rows;

unsigned char filename[256], filename2[256], buffer([512], targhead[18]:
unsigned char tifhead[222];

FILE *filel, *file2;

void main()

{
/*read in headerx/
filel=fopen("tifhead.fil", 6 "rb");
fread(tifhead, 1,222, filel);
fclose(filel);

/*get file names and open files*/

printf("Enter complete path and file name of TARGA file.\n");
scanf("%s", filename});

filel=fopen(filename,"rb");

printf("Enter complete path and file name of TIFF file.\n");
scanf("ss", filename?2);

file2=fopen(filename2, "wh");

/*get TARGA input file specs and write Imaging Technologv header=/
fread(targhead, 1, 18, filel);
columns=(int)targhead[12]+256%(int)targhead{13];
rows=(int)targhead[14]4256%(int)targhead[15];
tifhead[30]=targhead[12];

tifhead[31]=targhead{13}];

tifhead(42]=targhead[14];

tifhead[43])=targhead[15];

fwrite(tifhead,1,222,file2);
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/*read in TARGA and write TIFF one row at a time%*/
for(i=rows-1; i>=0; i--)

{
seek length = (long)i * (long)columns + 18;

fseek(filel, seek length, 0);
fread(buffer, 1, columns, filel);
fwrite(buffer, columns, 1, file2);

}
fclose(filel);

fclose(file2);
printf("done \n");

vvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvv
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APPENDIX G. EQUIPMENT CONTROL SOFTWARE

This appendix presents information relating to software
written for equipment control during this thesis. The
equipment controlled by this software are the MOSIM and the
TARGA framegrabber, discussed in Appendices A and B
respectively. The software includes DOS batch files, .CMD
files for use with the vendor program TESTTARG.EXE
(discussed in Appendix B), and programs written in "C" for
Borland's Turbo-C compiler.

Much of the code assumes certain locations for various
files. The program TESTTARG.EXE, and its associated .CMD
files, as well as all TARGA image files are assumed to be in
the \TARGA directory. The compiled versions (.EXE files) of
the Turbo-C programs are assumed to be in the \TURC
directory. The Turbo-C programs also occaisionally call on
support files that must also be located in the \TURC
directory. The batch files were located in the root
directory of the hard drive, and the various other files
were properly placed at the time of writing this thesis.

This appendix is divided into three sections which
relate to alignment software, JTC software, and LPCT
software. All software will appear at the end of the
section. Presentation order will follow the order of
application discussion. Batch files will be presented

first, followed by the .CMD files used with TESTTARG. I(E,
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then the Turbo-C source code.

G.1 Alignment Software

Six useful MOSLM patterns were available to assist in
alignment of the hybrid optical/digital architecture. The
test signal, two checkerboard patterns, and the crosshair
were described in Appendix A, and the software needed to
display these patterns was also presented. Two other
patterns were also useful; these were three annuli displayed
simultaneously, and the wagon wheel test pattern pictured in
Figure 7a of Chapter III and used in the experiments of
Chapter 1IV.

The first three patterns required only a live camera
to be useful (see LIVE.BAT in Appendix B). However, the
crosshair pattern could either be helpful with the camera in
live mode, or when used with the TESTTARG.EXE command file
"x-hair.cmd".

To ensure proper capture of Fourier features (step 3
of Figure 29 in Chapter V), CCDl1 (see Figure 28) had to be
positioned so that the origin of Fourier plane was centered
within the capture region of the TARGA framegrabber. By
running the X-HAIR.C (listed in Appendix A), a crosshair
pattern was seen on CCD1. The batch file X-HAIR.BAT using
TESTTARG.EXE with the command file "x-hair.cmd", would
capture a centered 128X128 region and redisplay it with a
black crosshair superimposed on it. CCD1 could then be

aligned so that the black crosshair lined up with the bright
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one created by the MOSIM pattern.

The three annuli program, 3-ANNULI.C, displayed annuli
in each of the top two corners of the MOSLM, and a third in
centered in the lower half. When the resultant pattern was
viewed in the Fourier plane, interference fringes could be
seen from the three combinations of annuli pairs. This
pattern could be used to test for proper focus in the
Fourier plane.

The last MOSIM pattern program, W-WHEEL.C, was used to
test the LPCT portion of the hybrid architecture as
discussed in Chapter IV. Using it, and the TESTTARG.EXE
command file "110X456.cmd", CCD2 of Figure 28 could be
properly aligned, since "110X456.cmd" was also used during
execution of the batches associated with the hybrid
architecture. The DOS batch file 110X456.BAT would properly

execute TESTTARG.EXE, after running W-WHEEL.C.
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:X-HATIR.BAT

:This batch file will execute TESTTARG using the command file
:"x-hair.ecmd" after initializing the TARGA variables. 1t is
tuseful for centering a camera, and should be run after
:running X-HAIR.C.

echo off

cls

CD \TARGA

SET TARGA=247

SET TARGASET=T8X-10G
testtarg <x-hair.cmd

:X-HAIR.CMD

:This is a command file to be executed with the program TESTTARG,
;using the DOS batch file command C>X-HAIR. It will grab the
:center 128X128 pixels on the live TARGA monitor. Then redisplay
:this frame after drawing a dark crosshair through the center.
11t is useful for centering a camera, and should be used after
:running the program X-HAIR.C.

live
:ERASURES PROVIDC A DELAY AFTER GOING LIVE TO ENSURE PROPER CAPTURE
erase

:GRAB FRAME
grab
dis

:DRAW CROSSHATR
line
2
255
0
255
399
-1
line
2

0
199
517
199
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:SAVE CENTER 128X128
putpic
grabl28
192

136

319

263

-1
erase

0

0

0

:REDISPLAY CENTER 128X128

getpic
grabl28
0

0

-1
graphend
quit




/Fee e e stk e Sk ok e SR ok kSR R R Rk R S R R ok
/* 3-ANNULI.C %/
/* %/
J* ATR FORCE INSTITUTE OF TECHNOLOGY */
J* CAMERA ALIGNMENT TEST PATTERN /)
x by Capt John Cline v/
Yy p /
/* July 31, 1989 %/
/% %/
*Thic program creates a test pattern containing three annuli., one *
prog p &
*in each of the two top corners of the SIM, and one centered on the */
P
*lower half of the SIM. When the camera is properly focused in the */
prop y
/*Fourier plane, fringes associated with the three pairs of annuli */
/*will be visible. */
o R e R SRRy

zinclude "stdio.h"
=include "string.h"
=zinclude "math.h"

int i, j, k, x, vy, xc, vc, col, row,;
float outradsquared=196, inradsquared=100, test;
float xref=64, yref=14;
unsigned char slm[128][64], temp({128]{128!, filename{256];
void main()
{
prepare _slm();

/*initialize temp matrix¥/
for(row=0; row<l28: rowtt)

1
for(col=0; col<l28; col++)
{
temp|[row][col|=1;

/*write the reference circlex/
for (col=50: col<70: coltt)

{
forirow=0; row<?29; row++)
{
test=(row-yref)*irow-vret)+icol-xref)~s(col-xref);
if(test<-outradsquared && test>=inradsquared)
templrow]{col j=0;
b
j

Jrwrite the top cirvceless/
for (row 99: rows128; rowtt)
{
forteol 0 col 729 colii)
{




test=(row-113)*(row-113)+(col-14)*(col-14);
if(test<=outradsquared && test>=inradsquared)
temp[row][col]=0;

}
for(col=99; col<128: col++)
{
test=(row-113)*(row-113)+(co0l-113)*(co0l-113);
if(test<=outradsquared && test>=inradsquared)
temp[row] [coll=0;
}

)

convert temp to_slu{};
write to_slm();

e Sk (N St et St st St e S b et et Sente A Lt A N Lt
PAYRY L) Ry NN KR KK N WK w w Y LRE KK ZAgay WK W ~ Y WK RN

prepare slm()

{

char far *semetex;

semetex = (char far *) Oxb0000000;

*(semetex+0x800)=1; /*clear slmx/
)
R I I & T I 2 S S S S S

convert temp to slm()

{
/*convert 2 pixels into an eight bit character for addressing the SIM%x/
printf("creating SIM format \n");
for(x=0; x<128; x++)
{
for(j=0; j<l6; j++)
{
slm{x]{4*j] =2%temp[126-8*%j]ix]+temp[l27-8*%j][x]+252;
slm{x][4%j+1]=8%temp[124-8%j] [x]+4%temp[125-8%j|[x]+243:
sim{x][4%j+2]=32%temp[122-8%]] (x1+16%temp[123-8*j1[x]+4207;
slm{x]{4*%j+3]=128%cemp{120-8*j ] {u]164%temp{121-8%j ] (x]+67;
)
)
)
/ e *x Kok K P Sk P Y ok X WUk LR N ek Yok W Ay P //

write to slm()
{
/*Write the SIM arrav to the SIM%/
chat far *semetex;
semetex = (char far %) 0Oxb0O0O00DOOO;
printf("writing to the SIM \n")
for(j-0. j<l6 j++)
{
for(<-0; 2128, x++)
{




i=x+128%j;

*(semetex+i) = sim[x][4%}];
*(semetex+i) = slm{x][1+4%]];
*(semetex+i) = slm[x][2+4%)];
*(semetex+i) = slm{x|[{3+4%j];
)
)
*(semetex+0x801)=1;
}
Y e L
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/*7'\-*‘k****************7‘:*****)‘(7‘:*************‘k************‘k******;’:‘k****‘k‘n"/

/* W-WHEEL.C %/
/* */
J* ATR FORCE INSTITUTE OF TECHNOLOGY */
/* LOG POLAR COORDINATE TRANSFORM TEST PATTERN */
/* by Capt John Cline */
/* August 31, 1989 */
/* */
/*This program creates a test pattern containing three concentric */
prog P g

/*circles, whose inner and outer radii are logarithmic related, and */
/*eight radial lines, every 45 degrees apart. The pattern is used to*/

/*test the LPCT CGH, since the result coordinate transform is an */
/*easily predictable grid pattern. */
T T

#include "stdio.h"
#include "string.h"
#include "math.h"
#include "time.h"

int i, j, k, x, y, col, row, inner, outer;
float outer squared, inner squared, test;
unsigned char slm{128][64], temp[128]{128];

void main()

{
prepare_slm();

/*initialize temp matrix¥/
for(row=0,; row<l28:; row++)

{
for(col=0; co0l<128; col++)

{
temp[row][col]=1;

1
printf("calculating\n");

/*create + %/
for(i=0; i<128; i++)
{
for(j=62; j<66; j++)

/*create X¥/
for(i=18; i<l10; i++)
{
for(j=18,; j<110; j++)




if(abs(i-j)<=2 || abs(i+j-127)<=2) templi][j]=0;
1

/*create circles*/
for(inner=15; inner<64; inner=inner*2)
{
inner squared=inner¥*inner;
outer=inner*16/15;
outer_squared=outer¥outer,
for (col=64-outer; col<65+outer; col++)
{
for(row=64-outer; row<65+outer; row++)
{
test=(row-64)*(row-64}+(col-64)*(col-64);
if(test<=outer squared && test>=inner squared)
temp(row] [col]=0;

}

convert_temp_to slm();
write to slm();

)

JEF Gk v kR %kt kR ok ok % ke %k k% RE RE W% kE Rk /
prepare_slm()
{

char far *semetex;

semetex = (char far *) 0xb0000000;

*(semetex+0x800)=1; /*clear slm¥*/
}

VA I S T L
convert temp to slm()
{

/*convert 2 pixels into an eight bit character for addressing the SIM*/

printf("creating SIM format \n");
for(x=0; =x<128; x++)
{

for(j=0; ,-16; j++)

{

slm[x]{4%j] =2*%temp[126-8%j][x]+temp|[l27-8%]][x]+252;
slm{x] [4%j+1]=8%temp[124-8%]] [x]+4%temp(125-8*j][x]+243:
slm{x][4%]+2]=32%temp[122-8%j][x]+16%temp[123-8+*j][x]+207;
slm(x]{4*j+3]=128%temp[120-8%j ] [x]+6h%temp|[121-8%j][x]1+673;
}
}
}
/ *X *k Fox Fx Xk e © N W K S LR LS P S ,,,';/




{

write to slm()

/*Write the SIM array to the SIM¥/
char far *semetex;
semetex = (char far *) 0xb0000000;
printf("writing to the SLM \n");
for(j=0; j<l6; j++)
{

for(x=0; x<128; x++)

{

159

i=x+128%j;
*(semetex+i) = slm[x][4%*]];
*(semetex+i) = slm{x]{1+4*j];
*(semetex+i) = slm[x][2+4%j];
*(semetex+i) = slm{x][3+4%j];
)
)
*(semetex+0x801)=1;
}
AR RN S R A S R Sk SRR ke ek ekl ekl ek ok




:110X456 . BAT

:This batch file is used to grab a 110X456 pixel region on the TARCA
:framegrabber system. This region represents the area of interest for
:the log-polar coordinate transformation. By using this batch file,
:which executes TESTTARG.EXE using the command file "110X456 . cind”,
:proper alignment of the camera can be achieved without performing the
centire process. The test pattern generated by W-WHEEL.C can provi-c
:an appropriate pattern for alignment, so that program should be run
:before executing this batch.

echo off

cls

CD \TARGA

SET TARGA=247

SET TARGASET=T8X-10G
testtarg <110x456.cmd

:110x456.CMD

:This is a command file to be used with the TARGA program TESTTARG.EXE.
:It is used at various stages of the log polar coordinate transform
:routines. After grabbing a region of 110X456 pixels, the data is

:in TARGA format in the file "grablrt.tga".

live
:ERASURES PROVIDE A DELAY AFTER GOING LIVE TGO ENSURE PROPER FRAME GRAB
crase

:GRAB THE FRAME
grab
dis

:SAVE PROPER 110x456
putpic

erablrt

28

48

4873

198

-1

Crase

1601




:REDISPLAY SAVED SECTION
getpic

grablrt

0

0

-1

graphend

quit
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G.2 JTC Software

There were five ways to execute the JTC for this thesis:
1) the mean difference method of fringe binarization; 2) using
a simple mean value threshold for fringe binarization; 3) the
median value threshold; 4) the zero difference method; and
5) a segmented scene input using the zero difference method.
These correspond to Figures 14 - 17 and 20 of Chapter III,
respectively, and their associated batch files are listed as
JTHF-1.BAT through JTHF-5.BAT.

Two other types of JTC batch files were also possible:
JTC-CAL.BAT and JTC-TST.BAT. These two batches provided
calibration for the JTC and tested that calibration using two
small annuli as scene and template inputs. The technique of
JTHF-1.BAT was used. JTHF-CAL.BAT had to be run four times
to complete the calibration process. Each time the program
was run the user would have to select a different corner to
display the scene annulus in. After all four corners were
finished, a complete set of data was available for 1linear
interpolation of correlation planas. JTHF-TST.BAT could then
be run to verify the calibration, since it too displayed
annuli, at a user specified location.

All seven of the batch files will be presented with
JTHF-CAL.BAT first, then JTHF-TST.BAT next, followed by the
other five presented in order. After the batch files, the
.CMD files, used with TESTTARG.EXE, will be presented in their
order of appearance. Finally, the Turbo-C source code will

be presented, again in its order of appearance.
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:JTHF-CAL.BAT

:This is the batch file to calibrate the Joint Transform
:Correlator using the average difference mechod. It
:must be run four times to complete calibration.

echo off
cls

:display scene and template annuli
cd \turc
call-hf

:capture the joint transform (256X256 pixels)
CD \TARGA

SET TARGA=247

SET TARGASET=T8X-10G

testtarg <jtl-hf.cmd

cls

:display scene annulus alone
cd \turc
disptop

:capture Fourier transform of scene alone (256X256 pixels)
CD \TARGA

testtarg <top-hf.cmd

cls

:reduce the two 256X256 files to 128X128
cd \turc
tar?2hlf

:Find the pixel by pixel difference and binarize on average
:difference, then display on SLM.
jt-diff

:Capture correlation plane (320X256 pixels)
CD \TARGA

testtarg <jt2-hf.cmd

cls

:Reduce 320X256 to 160X128

cd \turc
tar2hlf?

:Locate peaks and save as cal data
cal2-hf
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:JTHF-TST.BAT

:This is the batch file for testing the calibration of
:the Joint Transform Correlatorusing the average
:difference method. The only difference between this and
:JTHF-1.BAT, is the first Turbo-c program executed.

echo off
cls

:display scene and template annuli
cd \turc
circ-hf

:capture the joint transform (256X256 pixels)
CD \TARGA

SET TARGA=247

SET TARGASET=T8X-10G

testtarg <jtl-hf.cmd

cls

:display scene alone
cd \turc
disptop

:capture Fourier transform of scene alone (256X256 pixels)
CD \TARGA

testtarg <top-hf.cmd

cls

:reduce the two 256X256 files to 128X128
cd \turc
tar2hlf

:Find the pixel by pixel difference and binarize on average
:difference, then display on SLM.
jt-diff

:Capture correlation plane (320X256 pixels)
€D \TARGA

testtarg <jt2-hf.cmd

cls

:Reduce 320X256 to 160X128
cd \turc
tar2hlf?

:Locate peaks and interpret
bull-hf

:Display results on TARGA monitor
CD \TARGA
testtarg <jt3.cmd




:JTHF-1.BAT
:This is the batch file for the Joint Transform Correlator
:using the average difference method.

echo off
cls

:display scene and template
cd \turc
dis-hf

:capture the joint transform (256X256 pixels)
CD \TARGA

SET TARGA=247

SET TARGASET=T8X-10G

testtarg <jtl-hf.cmd

cls

:display scene alone
cd \turc
disptop

:capture Fourier transform of scene alone (256X256 pixels)
CD \TARGA

testtarg <top-hf.cmd

cls

:reduce the two 256X256 files to 128X128
cd \turc
tar2hlf

:Find the pixel by pixel difference and binarize on average
:difference, then display on SIM.
je-diff

.Capture correlation plane (320X256 pixels)
CD \TARGA

testtarg <jtZ2-hf.cmd

cls

‘Reduce 320X256 to 160X128
cd \turc
tar2hlf?2

:Locate peaks and interpret
bull-hf

:Display results on TARGA monitcr

€D \TARGA
testtarg <jt3.cmd
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:JTHF-2.BAT
:This is the batch file for the Joint Transform Correlator
:using the mean value fringe binarization technique.

echo off
cls

:display scene and template
cd \turc
dis-hf

:capture the joint transform (256X256 pixels)
CD \TARGA

SET TARGA=247

SET TARGASET=T8X-10G

testtarg <jtl-hf.cmd

cls

:Reduce 256X256 to 128X128, binarize on mean value, and
:display on the SIM.

cd \turc

ft both

:Capture correlation plane (320X256 pixels)
CD \TARGA

testtarg <jt?2-hf.cmd

cls

:Reduce 320X256 to 160X1?8
cd \turc
tar2hlf?

:Locate peaks and interpret
bull-hf

:Display results on TARGA monitor
CD \TARGA
testtarg <jt3.cmd




:JTHF-3.BAT
:This is the batch file for the Joint Transform Correlator
;using the median value fringe binarization technique.

echo off
cls

:display scene and template
cd \turc
dis-hf

:capture the joint transform (256X256 pixels)
CD \TARGA

SET TARGA=247

SET TARGASET=T8X-10G

testtarg <jtl-hf.cmd

cls

:Reduce 256X256 to 128X128, binarize on median value, and
:display on the SLM.

cd \turc

jt2med

:Capture correlation plane (320X256 pixels)
cD \TARGA

testtarg <jt2-hf.cmd

cls

:Reduce 320X256 to 160X128
ca \turc
tar2hlif?

:Locate peaks and interpret
bull-hf

:Display results on TARCA monitor
CD \TARGA
testtarg <jt3.cmd




:JTHF-4 . BAT
:This is the batch file for the Joint Transform Correlator
:using the zero difference method.

echo off
cls

:display scene and template
cd \turc
dis-hf

:capture the joint transform (256X256 pixels)
CD \TARGA

SET TARGA=247

SET TARGASET=T8X-10G

testtarg <jtl-hf.cmd

cls

:display scenc alone
cd \turc
disptop

:capture Fourier transform of scene alone (256X256 pixels)
CD \TARGA

testtarg <top-hf.cmd

cls

:reduce the two 256X256 files to 128X128
cd \turc
tar?2hlf

:Find the pixel by pixel difference and binarize on zcve
‘difference (i.e. sign of difference), then display on S,
jt_comb

:Capture correlation plane (320X256 pixels)
CD \TARGA

testtarg <jt2-hf. cmd

cle

‘Reduce 320X25%6 to 160X128
cd \turc

tarZ2hlf?

‘locate peaks and interpret

bull-hf

‘Display resuatis on TARGA monitor
Ch NTARGA
testtarg <t 3 cnd




:JTHF-5.BAT

:This is the batch file for the Joint Transform Correlator
tusing the zero difference method. This batch differs from :JTHF-4.BAT
in rhat it performs the JTC using the segmented :scene from the previous

pass through the JTC.

echo off
cls

:display segmented scen: and templare
cd \turc
dis-hf?2

:capture the joint transform (256X256 pixels)

CD \TARGA

SET TARGA=247

SET TARGASET- T8X-10G
testtarg <jtl-hf.cmd
cls

1display segmented scene alone
cd \turc
disptop?2

:capture Fourier transform of scene alon:

CD \TARGA
testtarg <top-hf.cmd
cls

:reduce the two 256X256 files to 128X128
cd \turc
tar?2hlf

(256X256 pixels)

:Find the pixel by pixel difference and binarize on zero
:d.fference (i.e. sign of difference), then displav on SIM.

jt comb

:Capture corvselation plane (220X256 pixels)

CD \TARGA
testtarg <jt2-hf.cmd
cls

:Reduce 320¥256 to 160X128
cd \turc
tar2hlf?

:Locate peaks ana interpret
bull-hf?2

:Display results on TARGA monitor

€D NTARGA
testtarg <jtl.cmd
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:JT1-HF.CMD

:This is a command file to be used with the TARGA propram TESTTARG. ENE.
It is used in the joint transform correlator to capture a 2506X050
:pixel region. The data is stored in the file "grabl Z.tpa”, and will
:be later reduced to 128X¥128 by the program TARZHLF.C.

live

ERASURES PROVIDE A DELAY AFTER COING LIVE TO ENSURE PROPER FRAME CRAB
erase

:GRAB THE FRAME

grab
dis
CSAVE CENTER 256X256

putpic
grabl 2
128
72

oo

2]
J

[NSae

-1

erase

CREDISPLAY SAVED SECTION
potpic

srabl 7

0 -

{)

-1

eraphond

S R
[




:TOP-HF.CMD

:This is a command file to be used with the TARGA program TESTTARG. R
:It is used in the joint transform correlator to capture o 256X730
:pixel region. The data is stored in the file "top 2.tga", and will
‘be later reduced to 128X128 by the program TAR2HLE.C.

live

ERASURES PROVIDE A DELAY AFTER GOINCG [LIVE TO ENSURE PROPUR FRAME CRAR
erase

0

0

0

crase

0

0

0

:GRAB THE FRAME
grab
dis

:SAVE CENTER 256X256
putpic
top 2

128

WA =
e M
.-

— o
)

erase
O
0]
0

REDISPLAY SAVED SECTION
potpic

top 2
0

0

-1

granhend

it




:JT2-HF.CMD

:This is a command file to be used with the TARGA program TESTTARC, EXNE.
:It is used in the joint transform correlator to capture a 320X2°50
ipixel region. The data is stored in the file "grab2 2 tpa”, and wil]
:be later reduced to 160X128 by the program TARZHLE? . C.

live

:ERASURES PROVIDE A DELAY AFTER GOING LIVE TO ENSURE PROPER FRAME CRAR
erase

Q

0

0

erase

0

0

0

:GRAB THE FRAME
g1 ab
dis

:SAVE CENTER 320X256
putpic
grah2 2
128

40

383

159

-1
erase

0

¢

0

CREDISPLAY SAVED SECTION
getpic

prabl 2

0 -

0

-1

sraphend

(it




:JT3.CMD

:This is a command file to be wsed with the TARGA propgram TESTTARC BXE.

:1t is used to display the results of the joint

live
erase
0

0

0
erase
0

0

0

dis

:GET ORIGINAL INPUT
getpic

displav?

0 '

271

-1

:GET JOINT TRANSFORM
getpic

grabl

128

271

-1

:GET FOURIER OF SCENE ALONE
golpic

top

R

201

1

CGET BINARY VERSION OF FRINGES
potpic

binary

CGET CORRETATION PLANE

transform corre




:GET CORRELATION PLANE WITH LOCATED PEAKS
getpic

max

128

100

-1

:GET ORIGINAL SCENE WITH TARGETS MARKED WITH X's
getplic

bullseye

256

100

-1

:GET SEGMENTED SCENE
getpic

segment

384

100

-1

:SAVE ENTIRE DISPLAY
putpic

grab3

0

100

511

399

-1

fsraphend

quit
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/* INPUT DISPLAY FOR CALIBRATION GF THE JOINT TRANSFORM CORRELATOR
Ve by Capt John Cline
V&
/:':

August 31, 1989

/*This program displays a target circle in one of four usecr specifiedy/
/*corners in the top half, and a reference circle in the bottom half =/
/*of the SLM. It modifies the file "cal.dat” to let the jprogram ‘
/*CAL2-UF.C know which corner is being uscd. It also creates a TARCAY/
/*file in "display2.tga” for viewing on the TARGA screen. This
/*program is the first of a series that will provide calibration to
/*the joint transform correlator.

B B T e T T S O U S D S I S B D
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zinclude "stdio. h"
zinclude "string.h”
zinclude "math.h"

int 1, j, k, x, v, xc, ve, col. row, corner;

float outradsquared=16, inradsquared=4, test;

float xref=64, yref=103;

char targhead[] = {'\x00’, ‘\x00", '"\=03', ‘\x00', "\x06G", "x00",
X007, Ax007 L \x00T, Ax00', \x00’ . uxD0"
Ax80, A\x00', "\=80' . "\x00’, "\x08',6 " :00";

unsigned char sIm{128][64]), tavgabuffer 1287128 templ128:1128 ;

unsigned char caldatall7];

FILE *filel:

void main()
|
prepare sim();

/*get cal data filex/
filel=fopen(™\Nturc\\cal dat” "rbh")y;
fread(caldata, 1,17, filel);
fclose(filel):

AAtind out which corner to change®/

prictf("bnter nunber of corner to changen");

printf (" Ly 7-2vn")y;
printf (" 2y 120-20\n"
printfc” 3) 7-64Nn")

printf (" A) 120-645n")

scanf ("¥d" &corner)

caldatalldo]- (unsipned char)(corner-1y;
/*assign the contor valuoat/

e/

L
v




if(corner==2) xc=120;
if(corner==3) yc=64;
if(corner==4) xc=120;
if(corner==4) yc=64;

/*write the updated file¥*/
filel=fopen{"\\turci\cal.dat",K "wb");
fwrite(caldata, 17, 1, filel);
fclose(filel);

printf("calculating\n");

/¥write the reference circles/
for (col=60; col<69; col++)

{
for(row=99; row<l08; row++)
{
test=(row-vref)*(row-vref)i+(col-xref)*(col-xref);
if(test<=outradsquared && test>-inradsquarcd)
targabufferii27-row’ ‘col|=255;
\

/¥write the target cirvcles/
for (col=xc-4: col<xc+5: col++)

{
for(row=yc-4,; row<vc+5; rowtt)
{
test=(row-yc)*(row-vc)+t({col-unc)~{col-mc);
if(test<=outradsquared && test>: inradsquared)
targabuffer{127-row,lcol'-2u5;
}
3

save targabuffer to displav2():
convert targabuffer to temp():

convert temp to slm();
write to slm();

prepare sl

char far “someton:
semetex - (char far 5 Oghobaoooo
SlsemetexrO0x800)-1;

KN K KU KA J RN
PR WON N W e T

save targabutfer to displav?2)
!
i

Jrsave TARGA files/




printf("writing TARGA file to targa\\display?.tgain"):
filel=fopen("\\targa\\display2.tga” 6 "wbh");
fwrite(targhead, 18, 1, filel);

fwrite(targabuffer, 16384, 1, filel);

fclose(filel);

Sete o et SINON ot St 1t St J N KRN et O L

v
r
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.

convert targabuffer to temp()
!
]

for(i=0; i<128; it+)
{
for(j=0; j<128; j++)
{
itf(targabuffer[i][jl==0x00) templi][j]1-0x01;
else temp{i][jl=0x00:

St At e At St Lt L LA PN [N BN ot St it
R WK WO W N W PR ~OW W WS W P WA

convert temp to slm()

1
/*convert 2 pixels into an eight bit character for addressing the S5/
printf("creating SIM format \n");
for(«x=0; x<128; x+t+t)
{
for(j=0: j<lo; j+t)
!
slm w74 =2%temp 1268577 vtewp 1280 T T
slmi: FHli=8rtemp I24-8%7 1 b tenp 129-8%7 0 T a0
slmis 1421 =30 temp [ 1.22-84] rlovtemp ! 123-847 0 w0
sTmix A3 -128%temp{120-8%7  wov6vtemp L 121-84) 0 i i
!
.
i

. [ [ .o o o oo o o I T o P o o
PN SN PN W S ooy ARt ek s RN LW/

+

write to slm()

!

!
JEErive the SIM array to the ST
chary far “semeten:
semeten (ohar far ) Ouhnnntood;
printfi"writing to rhe SiM wn"
for(j=0;: Joles ji)

'
1

force O w2128 v

!
'

w1287,

Flsemetenti) ~ slmiw vy
S{semetexyiy -ostm i T T
{semetentin st o T2y




*(semetex+i) = slm[x!!{3+4%)];

!

)
*(semetex+0x801)=1;

[
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DISPTOP.C

7 AIR FORCE INSTITUTE OF TECHNOLOGY

w SCENE ONLY DISPLAY TO THE JOINT TRANSFORM CORREIATOR
x by Capt John Cline

4 August 31, 1989

/*This program displavs onlv the scene half (upper 71128 pimclsy of
/*the TARGA file "display?2.tga” onto the SIM. This program is oo
/*of the joint transform correlator, and is run after the scene
gether.

SR AR)

zinclude "stdio.h"

"

=include "string.h

int i, j, x;
unsigned char sIm7123°164° ) targabuftfer[ 12811287, templ128

FILE #filel;:

vold main()

prepare slm();

J*read in scene half onlvw/
filel=-fopen{"\\targa\display?.tpga™, "rb");
fseek(filel,7314,0);
fread(&targabuffer(570],1,2088 tilel);
fclose(filel):

convert targabuffer to tenp();
convert temp to slm();
vrite to gim()

. NETR e RN R o R o

e . - - - L - St O LI et
A ~T PRRAN RN VT Pharte Looov W T YO AN A

propare stmion

char far s
semetex - (ohar far vy Oxhoonoutn
Slsemwetex 0800y ] ot

covvert tarpabufter to ronpis

fordi O; 1-128:; 1iv40

!
'

forti-0O0 j- 1280 jtio

'
v

it Crarpabaffer 07707 O0x00)y towpi ) ey




else temp[i]lj;=0x00;

e S T S L O R R O
convert temp to slm()

!

|

J*convert 2 pixels into an c¢ight bit character for addrossivg e

printf("creating SIM format \n"):
for(x=0; x<I128: wx+t)
{

for(j=0: j<l6; j++)

{

' 1

hlompl127-8%5 )

{
L

B> S I JONE O .

wiite to sim;

JEWrite the SIM arrav to the S1Ms/
char far “semetes:

semetesx = (char far %3 0=xbOoooooo;
printf("writing tH the 1M “n");
tor(j=0; j<la: j++.

'
f

for(x-0; ~<178; xti)
|
=t 12853

Y(gemetexti) o oslm’ wh 1

Flsemetexti) = sl 14

.
oL
1
Ssemetexti) - slmix 344y

Flgemetexi i) -oalme

180
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/7 PROGRAM FOR REDUCING FILES USED IN THE JOINT TRANSFORM 0B
= by Capt John Cline

August 31, 1984

This program REDUCES two TaRus files "grabl 2.ty 0,
Sfrom 256X256 to 128N178 and stores them in the Ples
cterablotga" and “top.tpa" respectively, The roduction i

Shaccomplished by averaping.,  This prorvam is to bhe used i
s corvelator.

1

'stdio b

=inelade

"

=include "string. h
#include "math h"
int 1, j, k;
unsigned char bufferinil28: 2547
nnsigned char bufferout!sil 100

vnsisned holder:

char targhead ™ - T A B A S 1 U S TR v
L3 ' (\{)l ’ ’ ,'}‘,’l i '
' g , bl , . .
i R ] 3
LR ostilel . file
Tb gt 4
alecomatrno)
printf o reduecing tiles g
“open first oot bilon
Pitel-fopend™ wtarydovrahs 2o sn b
file? topend” wravpa vrabloroam ehe
”(‘ Bioevichon
tocebii b il } N
Poriior tarebio ol 14 | file
read in data s redies o At it 1 o
fopr 1 0 I T
i I }'lfx'lxr : ’ HEEEIN
o b Peol } ;
j - ]
,
torol ‘ b
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thert b i [ R T
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}

fwrite(bufferout, 8192, 1, file?2):
)

fclose(filel);

fclose(filed):

/*open second sct of files¥/
filel=fopen("\\targa\\top 2.tga",6"rb");
file2=fopen("\\targa\\top.tga" K "wh");

/*handle headers¥/
fseek(filel, 18, 0);
fwrite(targhead, 18, 1, file2);
/*read data, reduce, and write®/
for(i=0; i<?: i++)
{
fread(bufferin, 1, 32768, filel);
for(j=0; j<128; j+=2)

{
for(k=0; k<256; k+=2)
{
holder=(bufferiniji[kjtbufferin’ j+l ‘kjtbulfcrin i’
+bufferinl j+1 1 {k+1142) /4,
bufferout[j/2}{k/2]=holder;
}
)

fwrite(bufferoutr, 8192, 1, file2);

]

fclose(filel);
fclose(file2);

'''''''''''''''''''

1\.")

O

'''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''

el
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AIR FORCE INSTITUTE OF TECHNOLOGY

S by Capt John Cline
Jo August 31, 1989

/*This program binarizes the fringes of the JTC by finding the mean
/*difference between the joint transform file "grabl.tpa" and the
/*Fourier transform of the scene file “"top.tga"™, and using it as 4
/*threshold. If the difference is greater than the threshold the
/*pixel would be on, if less, the pixel is off. The TARGA filc
/*"binary.tga" is saved with the binarv version of the f{ringes. oond
/%the SIM is appropriately written to for the next step of the 1TC

J

=include "stdio.h"
=include "string.h"
=include "math.h"

unsigned char tavghead[187, slmi1281{647,

nunsigned char joint{128;71128 | targabuffer[128][128), tenpillis 1087

int maxvalue, 1, j, %, v, col. row, index;
float combined, thrshld-0;

FILE *filel;

void main()
!

prepare_slm();
/*get joint transform file¥/

filel=fopen("\\targa\\grabl.tga", "rb"):
printf("\n\nreading in data \n");

fread(targhead,1,18, filel); Joread hoader

tread(joint,1,16384 filel):
fclose(filel):

/Fget scene only file*/
filel=fopen("\\tar~a\\top.tea", "rb");
fseek(filel,18,0):
fread(targabutfer,1,16384 filel);
felose(filel);

/*calculate threshold by finding averape difference’/
for(row=0: rowZl?8: rowtt)
|

for(col-0: col<l28: colti)

{

thrshldy joint!irow’ col -tarpabufter row!Tcol

joe]
-

/% PROGRAM FOR BINARIZINCG FRINGES IN THE JOINT TRANSFORM CORREATOH




thrshld=thrshld/16384+2;

/*binarize pixels based on threshold for differences/
printf("binarizing data \n");

for(row=0; row<l28; rowt+)
{

for(col=0; col<128; col++)

{

combined=jointlrow] [col!-targabuffcerirow]{coll;

if(combined<=thrshld)

{

targabuffer{row]{col |=0x00;
}
else
{

targabuffer{row]lcol ' =0xff;
}

/*save binarized version */

filel=fopen("\\targa\\b? arv.tga”, "wbh"):
fwrite(targhead, 18, 1, fi'el);

fwrite(targabuffer, 16384,
fcloze(filel);

filel);

convert targabuffer to temp();

convert toemp to slm():
write to slm();

Jorat et KON K N
S AR KR KT WK
/

prepare_slm()

{

char far *semetex;

semetex = (char far ) 0xbo000000;

“(semetex+0x800)=1: e lear
/el e Pare Tk PN B W%
S ;

convert targabuffer to temp()

'
\

for(i=0: i<l28: i++)

!
1

for(j=0; j<i128; j++)
{

if(targabuffer(i,[j!=

else templ{i][j]=0x00;

-On00) temp(1!1j]-0x01;
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write to slm()

!
'

/FWrite the SIM arrav to the
char far *semetex;
semetex (char far *) 0Oxb0000COO!

printf("writing to the SLM ' ”),

for(j=0; j<16; j++)
{
for(x=0: =x<128; x++)
!
I=x#128%]j;
*(sematex+i) = slim[x][4%]]
*(semetexti) = slm{x]}{1+4Y
*(semetexti) = slm[w][2+4>
*(semetex+i) = slm[x![344%

*(semetex+0x801)=1":

..................................................................................

SIM

convert temp to slim()
{
/*convert 2 pixels into an eight bit chavacter for addressing the SIC
printf("creating SILM format \n");
for(x=0; x<128: ~t+)
{
for(j=0; j<l6; j++)
{
slm{x][&~ =2%temp[126-8*%]] Ix]+temp[127-8%7][x]4257;
slm[\1[4 J+l] =8%temp{124-8*j][x]4+4%temp([125- 8*J""+°ﬁ3'
slm{x] [4%]+2]=32%temp[122-8%j | [x]+16%temp{123-8*]] x]+20,
slm{x][4%]+3]=128%temp[120-8%j][x]+64*temp[121-8> ] T+6H 3
)
1
}
J Hk N ek o B

Hc//

.......................................
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/% TAR2HLF2.C

Ve AIR FORCE INSTITUTE OF TECHNOLOGY

/% PROGRAM FOR REDUCING FILES USED IN THE JOINT TRANSFORM CORDIIATIH

Ve by Capt John Cline

Vas August 31, 1989

/*This program REDUCES the TARCA files "grab? 2.tga" from 32072506 to &/

/v160X128 and stores it in the TARGA file "grab2.tga". The reductiont/
*1s accomplished by averaging. This program is to be used in the
301nt transform corlelator

~.

“\ \\\

zinclude "stdio.h"
=include "string.h"
=include "math.h"

int 1, j, k;

unsigned char bufferin{160]{7256];

unsigned char bufferont(80][128];

unsigned holder;

char targhead([] = ('\x00', "\x00’ \x03" '\KOO' AN00, w00
KOO AXOD , AXDO!, Ax00T, TAR00T, b
‘\x80', "\x00’, "\xalO’", \xOO', AKO8' ., IAROO"

FILE *filel, *file2;

vold main()

{
printf("\m\nreducing files\n\n")
/*open files*/
filel=fopen("\\targa\\grab2 2.tga","rb");
file2=fopen("\\targa\\grab2.tga" 6 "wb");

/*handle headers¥/
fseek(filel, 18, 0);
fwrite(targhead, 18, 1, file2):

/*read data in, reduce, and writew/
for(i=0; i<2; i+t

!
1

fread(bufferin, 1. 40960, tilel);
for(j=0; j<160; j+-2)

{
for(k-0; k<256, ki=2)
{
holder—(bufferinfjjlk +bufferin! j+1T{ki+butferinij il
ibuff\rln.]bll‘k+l‘ 2V /4
bufferoutj /2 k/?1-holder:
)
!
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fwrite(bufferout, 10240, 1, file2);
)
fclose(fileld:
fclose(file2);

.................................................................................................
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S ATR FORCE INSTITUTE OF TECHNOLOGY

V&S PEAK LOCATOR FOR CALTBRRATING THE JOINT TRANSFORM CORREIATOR
A by Capt vohn Cline

Ve August 31, 14989

/*This program finds two maximum values, a top half value and a
/*bottom half value, and their coordinates in the TARGA file¢
/*"egrab2. . tga". It then modifics the calibration file "cal.dat" to
/*include these new values. The program BULL-HF.C uses "cal.dat" to
/*interpret results from the joint transform correlator. Bv relati:
/*scene annuli locations, known apriori and created with the progirum
/*CAL1-HF.C, to their corresponding correlation peak locations in thess
/*file "grab2. tga" created by running the joint transform correlator
/*the JTC can be calibrated to properly interpret target locations

s.

zinclude "stdio . h"
zinclude "string.h"

int 1,73;
unsigned char targabuflfer{160![128];
unsigned char caldatal4][4],corner(l];:

unsigned int tepx=0, topy=0, topvalue=0., corn;
unsigned int botx=0, botv=0, botvalue=0;

FILE #filel:

maind)
printi ("reading in data \n");

et cod files/
filel-fopen("\\targa\\grab? tga"."rh");
fseek(filel 18,0);
fread(rargabufter,1,20480 filel);

fclose(filel):

/xget cal data file*/
filel=fopen("\\Nturc\\cal . dat" "rb"y;
fread(caldata, 1,16 filel);
fread(corner, 1.1, filel):
fclose(filel):

printf("*d\n",corner{0+1);
for(i=0;i<4;i++)

'
1

1" )

printf("sd xd " caldatali] {0}, caldatali]ll)):
printf("«d #d\n",caldataiil{2] ., caldatalij{3 ));

i
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/*locate max value on the bottows/
for(i=0: 1<45; i+4)
{
for(j=0; j<128; jt++)
{
if (targabuffer{i] ()] > botvalue)
{
botvalue=targabufferiij[jl
botx=j;
boty=1;

/*locate the max value on the topr/
tor(i=11l5; i<160; i++)

for(j=0: j<l28: i++)
{

{

topvaluce=targabutter ijij’
topx=j.

topy=i;
)
!
J
1
!
e g mn ww wew o w w wem g v R
< K ~ W T kY ~ v ~ W NN ~ RAYKG !

corn={unsigned int)corner 0}]:

caldatajcorn][0}=(unsigned char)topx;
caldata[corn]{l]-(unsigned char)topy:
caldatalcorn][2 ~(unsigned char)botx;
J

[
[3]=(unsigned charj)bhoty;

caldatalcorn

if(topx=-0 && topy==130) print £("\nRUN THIs ONE ACAIN!!.\n\n"):
ifltopx<=73 && topx>=953) printf("\nCHECK ALTGNMENT!!\m\n"):
if(botx<=73 && botx>=57) print{("\nCHECK ALIGNMENT! !\uo\n"):

printf("yu\n" corner0);
for(i=0:1-241++)

printf("x=d «d " caldats 17707 caddatai 1
printt("sd «d\n".caldatari "2 caldata 1702

filel=fopend"™\Nturce Neal dat ", "wh")
forite(caldata, 16, 1, filely:
fwrite(corner, 1, 1, filel):
fclose(filel):

printf("press any kev to continue™);
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convert temp to slwi)
.

SRconvert D pixels Toto an cighs hi
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/% BULL-HF.C

/ P

VA AIR FORCE INSTITUTE OF TECHNOLOGY oy
/% CORRELATION PLANE INTERPRETER FOR THE JOINT TRANSFORY CORREIATOR =5/
/% by Capt Johv Cline

/* August 31, 1989

/%

/*This program finds the top 10 valuce in the top and bottom cross-
/*correlation regions of the joint transform correlator correlation
/*plane file "grab2.tga". It rewrites the correlation plane file
/*with crosshairs at peak locations in the cross correlation regions

/*to the file "max.tga". Next, it uses these max values. along with =/
/*earlier calilbration values stored ia "cal.dat", to cal:ulate the

/*coordinates of the target in the original scene. (This data is ,
/*displayed on the computer monitor.) Havine done this, the ori,inals/
/*scene file ("display2.tga) is rewritten with crosshairs at the
/*target location as "bullseye.tga"

LR TN R ) S SRR

/7‘:**7’(7\"**‘)\'7\‘,\ S Y T S R T Y S T e S S e S S S e S S S e S S S e Y e e e S e e e e e e
i "n 3 "
=zinclude "stdio.h

zinclude "string.n"
#include "math.h"

int i, j, k, toptest=0, bottest=0, xb[10], yb[10], xt[10j], vti10];
int ii, jj, ilow, ihigh, jlow, jhigh;
unsigned char targaheader{18], targa[l160][12
unsigned int topx[1ll}, topyll], topvalus{ll
unsigned int botx{ll}], boty[ll], botvalue[ll
unsigned char caldatal[4][4];

float cal{4][4], xx, vy;

tloat x1, x2, v1, v2, xfb{10], xfe{lO], vib{10]. vitilo',

8], outhuffer{123}[1281;
1
K

FILE *filel;

void main()
f
i

/*initialize values¥®/
for(i=0; i<ll; i++)

{
topx{1]=0;
topy[1]=0:
topvalue[i]=0
botx[1]=0;
boty[i]=0;
botvalue[1}]=0;

!

/*get ccd file*/
filel=fopen("\\targa\\grab2.tga" "rb");
fread(targaheader,1,18,filel);
printf("\n\nreading in data \n");
fread/tarya,1,20480 filel);
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fclose(filel);

/*get cal data file*x/
filel=fopen("\\turc\\cal.dat" "rb");
fread(caldata,l1,16,filel):
fclose(filel);
for(i=0; i<4; i++)
{

for(j=v; j<4; j++)

{

cal{i][j)=(float)caldatali)[]];

}

}

/*erase center autocorrelation section%/
for(i=45; i<115; i++)
{ for(j—=0; j<128; j++)
! targa[i][j]=0x00;
| }

/*locate the 10 max values on the top*/
for(i=115; i<160; i++)
{
for(j=0; j<128; j++)
{
if(targa[i][j]>=100)
{
if(toptest<l0) toptest++;
k=9 ;
while(targa[i][j] >topvaluel[k] && k>=0)
{
topvalue[k+l]=topvalue[k];
topx [k+1l]=topx[k];
topy[k+l]=topy[k];
topvalue{k}=targa{i][j]:
topx{k]=j;
topy[k]=
k--;

)

/*locate 10 max values on the bottom*/
for(i=0; i<45; i++)
{

for(j=0; j<128; j++)

{

if(targa(i][j]>=100)
{




if(bottest<l0) bottest++;

k=9:

while(targali][j] >botvaluel[k] && k>-=0)

{
botvalue]
botx{k+1]
boty[k+1]
botvalue]
botx[k]=]j;
boty({k]=
k--;

k+l]=botvalue[k];
=bot\[ 1
=boty[k];
J= Cafg (L1037

}

/*write file with crosshairs¥*/
for(j=0; j<bottest; j++)
{
for(i=-3: i<4; i++)
{
targal/boty[j]+1i][botx[]j]]=0x00;
targa[boty[j]][botx[j]+1i]=0x00;
}
}
for(j=0; j<toptest; j++)
{
for(i=-3; i<4; i++)
{
topx[j]]=0x00;

targa([topy[j]+i]] ]
] [topx[j]+1]=0x00;

targaltopy(j]
)

printf("writing correlation file\n");
filel=fopen("\\targa\\max.tga",K "wb");
fwrite(targaheader,18,1,filel);
fwrite(targa,20480,1,filel);
fclose(filel);

/*This part of the program finds the location of the tarpet given thevw/
/*location of the correlation peak. It puts cross hairs on the )
/*original scene file.

/*read in the original scene file¥*/
printf("reading in original scene file\n"):
filel=fopen("\\targa\\display2.tga","rb"):
fread(targaheader, 1, 18, filel);
fread(targa, 1, 16384, filel);
fclose(filel);

/*calculate the target coordinates based on the values in the
/*upper correlation of the calibration data
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printf("calculating target location\n");
for(i=0; i<toptest; i++)
{

x1=(113/(cal[1][0]-cal[0][0]))*(topx[i]-cal{0][0])+7:
x2=(113/(cal[3][{0])-cal[2][0]))*(topx[i]-call2][0])+7:
y1=(30/(cal{0][1]-cal[2][1]))%(cal[0]{1]-topy[i])+34:
y2=(30/(cal[1][1]-cal{3]{1]))*(cal{1][1]-topy[i])+34:

xEC{1]=(((((yl4y2) /2)-34)%(x2-7)
+ ((64-((yl4y2)/2)))*(x1-7))/30)+7;
YEE[1]=(((((x14x2)/2)-7)*(y2-34)
+ ((120-((x14x2)/2)))*(y1-34)) /113)+34;
xt{i]=(unsigned) (xft[i]+.5);
yt[i]=(unsigned) (yft[i]+.5);
)

/*calculate the target coordinates based on the values in the
/*lower correlation of the calibration data
for(i=0; i<bottest; i++)
{
x1=(113/(cal] 2]-cal] ]1))*(cal

0]1 11[2 [0}(2] -botx[i])+7:
x2=(113/(cal{2][2}-cal[3}[2]))*(cal(2]
13 103] [i
( (i

(2

[2)-botx{i))+7:

-cal[0][3])+34;
cal[l](3])+34:

y1=(30/(cal{2][3]-cal[0 ))*(boty
y2=(30/(cal[3][3])-cal[1][3]))*(boty
®Eb(1]=C(((((yl+y2)/2)-34)*(x2-7)

+ (64~ ((yl4y2)/2))*(x1-7))/30)+7;
yEb[1]=C((((x1+x2)/2)-7)*(y2-34)

+ (120- ((x14x2)/2))*(y1-34))/113)+34;
xb{i]J=(unsigned) (xfb[i]+.5);
yb[i]=(unsigned) (yfb[i]+.5);

]
J
J-c

}

eliminate redundant();
eliminate stray();
save_segmented version();

/*write file with Xs on weighted background at target location¥/

for(k=9; k>=0; k--)
{
ii=0:
for(i=123-yb[k]; i<132-yb[k]; i++)
{
ji=0;
for(j=xb[k]-4; j<xb[k]+5; j++)
{
targa[i][j]=botvaluelk];
if(ii==jj || 1i==8-jj) targa[i]{]j]=0x00;
jj++s
}
ii++;
)
ii=0;
for(i=123-yt{k]; i<132-yt[k]; i++)
{
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j3=0;
for(j=xt[k]-4; j<xt{k]+5; ji1)

{
targali]{j]=topvalue|k];
if(ii—=jj || ii-=8-jj) targa[il!j]=0x00;
Ji++;

}

ii++;

}

filel=fopen("\\targa\\bullseye.tga", K "wh");
fwrite(targaheader, 18, 1, filel);
fwrite(targa, 16384, 1, filel);
fclose(filel);

for(i=0; i<10; i++)

{

printf("su\tsu\tsu\tsu\tsu\tsu\n" xt(i], yt[i], topvearuec i;.
xb{i], yb[i}], botvalue'il);
}
printf("press any kcy to continue”);
getch();
)
Rk ok kk kR Rk kR kR wk % R ok Rk ok Wk

eliminate redundant()

{
/*eliminate some redundant marks*/

for(k=9; k>0; k--)

{
for(j=k-1; j>=0; j--)
{

c

if(abs(xft{k]-xft[j])<=5 && abs(vft[k]-yft[j])<=5)
{

if(topvalue[j]<251) topvalue[jl+=5;

else topvalue[]j]=255;

xt[k]=0;

yt(k]=0;

topvalue{k]=0;
}
if(abs(xfb[k]-xfb[i])<=5 && abs(yfb[k]-yfb[]j])<=5)
{

if(botvalue(j]<251) botvalue[]j]+=5;

else botvalue[]j]=255;

xb[k]=0;

yb[k]=0;

botvalue[k]=0;
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eliminate stray()

{
for(k=9; k>0; k--)

{
j=9;
while ((abs(xft(k]-xfb[j])>5 || abs(yft{k]-yEb(j1)>5) && j»-0)
{
-
if(j<0)
{
xt[k]=0:
yelk]=0;
topvalue[k]=0;
)
)
=9

while((abs(xfb[k]-xft[j])>5 || abs(yfb[kl-yftlj)>5) && j>=0)
{

if(j<0)

{
xb[k]=0;
yb[k]=0;
botvalue[k]=0;

-

!

JEE kK %k %ok bk bk ok %ok % %k kR Rk kR AR
save segmented version()
{
for(i=0; i<128; i++)
{
for(j=0,; j<128; j++)
{
outbuffer{j]{i]=0x00;
)
!

jlow=0;
for(j=10; (j<24 && jlow==0); j++)
{
for(i=32; i<97; i++)
{
if(targaljl{i]!'=0) jlow=24-j;
}
]
jhigh=0;
for(j=38; (j>24 && jhigh==0); j--)
{
for(i=32; 1<97; i++)
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{

)
}

if(targaf{j][i]!=0) jhigh=j-24;

ilow=0;
for(i=32; (i<64 && ilow==0); i++)

{

for(j=24-jlow; j<25+jhigh; j++)

{

)
!

if(targa(j][i]!=0) ilow=64-1;

ihigh=0;
for(i=96; (i>64 && ihigh==0); i--)

{

for(j=24-jlow; j<25+jhigh; j++)

{

}

)

5

if(targa[j][1i]1!=0) ihigh=1i-64;

for(k=0; k<10; k++)

{

if(xb{k]1t=0 && yb{k]!=0)

{

)

ii=xb[k]-ilow-5;
if(ii<0) 1i=0;
3j=(128-yb[k])-jlow-5;
1f£(3j<57) jj=57;
for(i=ii; i<xb[k]+ihigh+6 && i<128; i++)
{
for(j=jj; j<(1l28-yb[k])+jhigh+6 && j<128; j++)
{
outbuffer[j][i]=0xff;
]
}

if(xt[{k]1=0 && yt[k]!=0)

{

}

1

ii=xt[k]-ilow-5;
1f(iic0) 1i=0;
jj=(128-yt{k])-jlow-95;
if(jj<57) jj=57;
for(i=ii; i<xt{k]+ihigh+6 && i<128; i++)
{
for(j=jj; j<(l28-yt[k])+jhight6 && j<128; jt+)
{
outbuffer[j][i]=0xff;
)

for(j=0; j<128; j++)
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for(i=0; i<55; i++)

{
outbuffer(i][j]=targa[i][]j];
)
for(i=57; i<128; i++)
{
outhuffer{i][j]=outbuffer{i]{j] & targalil({]j];
}

}
filel=fopen("\\targa\\segment. . tga",K "wh");
fwrite(targaheader,18,1,filel);
fwrite(outbuffer,16384,1,filel);
fclose(filel);

}

R T
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/% DIS-HF.C

/%

Ve AIR FORCE INSTITUTE OF TECHNOLOGY

/* INPUT DISPLAY TO THE JOINT TRANSFORM CORRELATOR
VA by Capt John Cline

Ve August 31, 1989

/*

/*This program combines two targa files, a 45x128 pixel scenc and a
/*45x128 pixel template, to form a single file "display2.tga". The
/*template is written to TARGA rows 10 through 54, and the scene to %,
/*TARGA rows 57 through 101. The remaining areas of a 128X178 arvav =,
/*are left as zeros. BOTH TARGA FILES MUST BE BINARIZED VERSIONS <
/#*SUCH THAT ONLY PIXEL VALUES OF OX00 AND OXFF EXIST. After storing ¥/
/*the file, the array is converted to SIM format and displaved on the®/

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

#include "scdio.n”
=include "string.h"

int 1, j, x;

unsigned char slm[128][64]), targabuffer[128)1128). temp[128!'7128,:

char filename{256]), filename2(256];

char targhead(] = {('\x00', "\x00', "\x03", "\x00', "\x00', "\x00",
'ANO0, A\x00', "\x00', ‘\x00', "\x00', "\=00",
"Ax80', "\x00’, '\x80', '\x00', "\x08', "\x00"'1;

FILE *filel, *file?2;

void main()
{
prepare_slm();

/*read in template®/

printf("Enter file name and .ext of template file");
printf (" (in \TARGA directory).\n");

ccanf("%s", filename);

sprintf(filename2, "\\targa\\%s",6 filename)
filel=fopen(filename2?,"rb");

fseek(filel ,18,0);
fread(&targabuffer[10]{0],1,5760 filel);
fclose(filel);

/*read in scene¥/

printf("Enter file name and .ext of scene file”):
printf (" (in \TARGA directorv).\n");

scanf ("%s", filename):
sprintf(filename?,"\\targa\\xs" . filename);
filel=fopen(filename2,"rb");

fseek(filel,18.0);
fread(&targabuffer({57][0],1,5760  filel):
fclose(filel);
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/*write a targa file for later display+*/
file2=fopen("\\targa\\display?2.tga",K "wb"};
fwrite(targhead,18,1,file2);
fwrite(targabuffer,1,16384 ,file2);
fclose(file?);

convert targabuffer to_temp();
convert temp to slm();
write to slm();

/s PN O ot KRS et O [ P 3
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prepare slm()

{
char far *semetex;
semetex = (char far %) 0xb0000000;
*(semetex+0x800)=1; Jrclear
!
)
/7:7: RS X K W ok ww wove oW ow P PR W Wk ot

convert targabuffer to temp()

{
for(i=0; i<128; i++)
{
for(j=0; i<128; j++)
{
if(targabuffer[i][j]==0x00) temp[i][]j]=0x01;
else temp{i][j]=0x00;
}
)
}
/ ek *k XK b w PN s e W v wx e ok

convert temp to slm()

I

\
/*convert 2 pixels into an eight bit character for addressing the
printf("creating SIM format \n");
for(x=0: x<128; x++)
{
for(j=0; j<16; j++)
{
slm[x}[4> ] =2%temp[126-8%j ] x]+temp[127-8%3] [x14252;
sim{x }{& +1lj=8%temp[124-8%] ) [x]+4*temp|125-8* J,I\:+2%3:
slm{x][4* J+2]:32 Lomp{l)? 8* J][\]+16 ctemp [ 123-8% ]1(x}020f;
slm(x][4%j+3]=128%templ120-8*j ] [x]+64%temp[121-8%] 1x]
}

write to slm()

2073
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/*Write the SIM arrav to the SLM*

char far ¥*semetex;

:l/

semetex == (char far %) Oxb00O00000

printf("writing to the SIM \n");
for(j=0; j<l6; j++)

1
1
for(x=0; x<128; x++)
{
f=x+128%7;
*(semetex+i) = slm[x][4%]]
*(semetex+i) = slmL\J[1+Z*
*(semctex+i) = slm[x][2+4%
*(semetex+i) = slimix]I3+4%
)
!
“(semetext0Ox801)=1:
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FT _BOTH.C
S AR FORCE INSTITUTE oF TECHNOLOGY
/7 PROGRAM FOR BINARIZING FRINGES IN THE JOINT TRANSEFORM «ipioh

by Capt Jonhn line
: Aupust 31, 1ady

S This program binarizes the fringes of the JTC by tinding @l .
Srvalue of the joint transform file "prabl . tga®, and using it e
Sthreshold.  Tf the value is greater than the threshold the il
wonld be on, 1f less, the pixzel is off.  The TaRean tile
“hinarv.teat
Srhie SIM s appropriately written to for the next

is saved with the bindre version of the frino.

=include "stdio h"
"

string. h"

=include
zipclude "math h"

unsined char targhead 1870 sl 128 7607

vnsiened chav tarcabaffer 128 71287 tenp 128771087

i

maxvalue, 10§70 =0 vo ool vow, index:

float combined, thrshld 0
FILE “tilel:
cold main()

preparve slmod,
JFpet joint transform filex/
filel=fopen(™\\targa\\grabl tga" "vb");
printf("\m\nreading in data \n"):

fread(targhead 1,18 filel); Srread B st
fread(tarvgabutfer 1 16384 filel);

feclose(filel)

J¥calculate threshold by tinding avervape value’/
for{(row-0; row<l2?28: rowtt)
!
for(col=0; col<l28: col+t)
{
thrshldi=targabufferivowiicol  ;
i

thrshld -thrshld/16384;

Srbinarize pixels based on threshold:s/
hina ls t 1 thresholds/
printf ("binarvizing data “n");
tor(row-0: row’128: rowtt)

'

for(col -0, cal<128: col+ i)




arsabuftor row’

s tavrabuffer vrow ool ‘

Yoave blinaricod coersion

Cilel topenc™ tarpas o binnre oy
twritedtarvhead I8, 1 tilely:

teritedtargabufrer, 102800 10 filels

folosertideln

. B
Tl Sl '
toi vl ¢
e cetiat Finiht (AR
et pl =y 1
et Dritber Lo T
. .
RS N T
tor s - "
[ Voo o . . .
13 [N [SERRE AN o H . : . t ' LI
1, . i
(S vy B ! N
et LR S A TR SR .
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[l i HORI I R S f Chol e te b
print oo S torn :

SRR Stemp Dol d s T tewp 100
SR AT B T 11 ST ST SO AR 111 A
sl w7 i) R L R K (ST SR
I T S T ST U O




, v ek Wk S e '
write to slm()
]

SJrite the SIM drrav to the
char far “semeten:

ST
scemetex = (chavr far «) Oxhhnooono:
printf("writing to the SIM “no"y,
forcj=0; 1<16, Jr40

foronw-0r ol s
{

F(nemetene sl W)
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/% JT2MED.C

/4\

/¥ AIR FORCE INSTITUTE OF TECHNOLOGY

/% PROGRAM FOR BINARIZING FRINGES IN THE JOINT TRANSFORM CORRELATOR
/s by Capt John Cline

Ve August 31, 1989

/7':

/*This program binarizes the fringes of the JTC by finding the MEDIANS
/*value of the joint transform file "grabl.tga", and using it as a
/*threshold. If the value is greater than the threshold the pixel
/*would be on, if less, the pixel is off. The TARGA file
/*"binary.tga" is saved with the binarv version of the fringces, and
/*the SIM is approplldtely erttcn to for the next s\xp of the JTC, =~

=zinclude "“stdio.h"
=include "string.h"
=include "math.h"

unsigned char targhead[18;, sIm[128]764];

unsigned char targabuffer[lZS}klej. temp[128] 11281
int maxvalue, 1, j, x, vy, col, row, index;

int bins(256], total=0;

float combined, thrshld=0

FILE *filel;

void maiu()
{
prepare slm():

/*get joint transform file%,
filel=fopen("\\targa\\grabl.tga" "rb");
printf("\nm\nreading in data “\n");
fread(targhead, 1,18, filel); Jiread heade
fread(targabuffer,1,16384 filel);
fclose(filel):
~a

/*calculate median of pizxel values to use as a thresholds
printf("calculating threshold \n"):
for(row=0; rowIl2?8: vowti)
l

for(col 0: col<l?8; colii

{

bins{tarpabufferivow] coll +4;

for(i-0; total<=8192: i++)
{
totalt-bins i]:
thrshldt+:




/*binarize pixels based on threshold#*/
printf("binarizing data \n");
for(row=0; row<l28; row++)

{
for(col=0; col<l28; col++)
{
if(thrshld<targabufferfrow][col]) targabuffcrivow: col -Omtt:
else targabuffer{row][col}=0x00;
}
)

/*save binarized version */
filel=fopen("\\targa\\binary.tga",K "wh");
fwrite(targhead, 18, 1, filel);

fwrite (targabufter, 16384, 1, filel);
fclose(filel):

convert targabuffer to temp():
convert_temp_togslm();
write to slm();

et et o ste ot et St et et e A e et St e te RN
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prepare_slm()

{
char far *semetex,;
semetex = {(char far *) Oxb0O000000;
*(semetex+0x800)=1: e lenr s les

/
convert targabuffer_ to_ temp()

|
1

for(i=0; 1<128; i++)

{
for(j=0:; j<l28; j++)
{
if(targabuffer[i][j]==0x00) temp{i][j]=0x01;
else temp[i][j]=0x00;:
)
)
}
convert temp to slm()
{

/*convert 2 pixels into an eight bit character for addressing the sii

printf("creating SIM format  An"):
for(x=0; x<128; wtt)
{

for(j=0; 1<16: j+4)




sim{x)[4*)] =2%temp{126-8*j](x]+temp{l27-8%j][x]+252;
slm[x][4*j+1]=8%temp[124-8%j][x]+4*temp[125-8%j][x]+2473;
slm(x][4%j+2]=32%temp[122-8*j ] [x]+16%temp[123-8~j]x]1+20/
slm[x)[4*j+3]=128*temp[120-8%) ] [x]+b64*temp[12]1-8*jlin +03;
}
}
}
R SRR ok RT R R R k% % % % bk AR Wk kR o

write to_slm()

{
/*Write the SIM array to the SLM*/
char far *semetex;
semetex = (char far %) 0xb0000000;
printf("writing to the SLM \n");
for(j=0; j<l6; j++)
{
for(x=0; x<128; x++)
{
i=x+128%j;
*(semetex+i) = slm{x]{a*j];
*(semetex+i) = slm[x][1+4%]];
*(semetex+i) = slm[x][2+4%j];
*(semetex+i) = slm{x][3+4%]]
}
|
*(semetex+0x801)=1;
Y
AR S A SRR R A A AR S R SR R AR R SR A S
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/% JT _COMB.C

/7':

/% AIR FORCE INSTITUTE OF TECHNOLOGY

/% PROGRAM FOR BINARIZING FRINGES IN THE JOINT TRANSFORM CORRELATOR =%
/% by Capt John Cline

Vi August 31, 1989

/%

/*This program binarizes the fringes of the JTC by based on the sign *,
/*of difference between the joint transform file "grabl.tga" and the

/*Fourier transform of the scene file "top.tga", and using it as a
/*threshold. If the difference is greater than the zero, the
/*pixel would be on, if less, the pixel is off. The TARGA file
/*"binary.tga" is saved with the binary version of the fringes, and
/*the SIM is approprlaLely wrltten to for the next step of the JTC.

eyt e Yo ke vy B ST N S S N 1o e ate st et ot L B N S AN A
R e L A G B R K A P DI DN

=include "stdio.h"

#=include "string.h"

=include "math.h"

unsigned char targhead(18], slm[128][64];
unsigned char joint[128](128], targabuffer{128){128], temp[1281 128
int maxvalue, 1, j, x, y, col, row, index;

float combined;

FILE *filel;

void main()
{
prepare_slm();

/*get joint transform file*/
filel=fopen("\\targa\\grabl.tga", "rb");
printf("\n\nreading in data \n");

fread(targhead,1,18,filel); /uread headerss

tread(joint,1,16384 filel);
fclose(filel);

/*get scene only filex/
filel=fopen("\\targa\\top.tga" K "rb"):
fseek(filel,18,0);
fread(targabuffer 1,16384 filel):
fclose(filel);

“hinarize pixels based on threshold for difference®.
lean("b1n111"1ng data \n");
for{row=0: row<l?28: rowtt)

for(col=0; col<128; colt+)

{
combined=joint{row]fcol]-targabuffer{vow][col:
if(combined<=0)

el ™~
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{
targabuffer|[row][col ]=0x00;

)
else
{
targabuffer|[row][col |=0xff;
)

}

/*save binarized version %/
filel=fopen("\\targa\\binary.tga", "wb");
fwrite(targhead, 18, 1, filel);
fwrite(targabuffer, 16384, 1, filel);
fclose(filel);

convert targabuffer to temp();
convert temp to _slm();
write to slm();

et wtaut. USRS Leate e ate DU AL PR e o e wta ot et et wolt
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prepare slm()

{

char far *semetex;

semetex = (char far *) 0Oxb0000000;

*(semetex+0x800)=1; /*clear slm™)
1
I I R S I R SR e

convert targabuffer to temp()

{
for(i=0; i<128; i++)
{
for(j=0; j<128,; j++)
{
if(targabuffer[i][j]=~0x00) temp[i][]j]=0x01;
else temp{i][j]=0x00;
}
!
1
R S S I S A N T

convert temp to slm()
!
/*convert 2 pixels into an eight bit character for addressing the SIS

printf("creating SIM format \n"):
for(x=0; x<128; xt+)
{

for(j=0:; j<l6: j+4)

{

,

slm{=)[4%]] =2%temp[126-8%j ] x]+temp[127-8%j1ix1405,
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slm{x][4*j+1]=8%temp[124-8%]][x]
slm{x][4*j+2]=32%temp[122-8*]][x
slm(x][4*%j+3]=128%temp[120-8*j]|

}

aab S s ot B RN T ) e PSR . 2. L oo
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write to slm()

{
/*Write the SIM array to the SIM*/
char far *semetex;
semetex = (char far *) 0xb0000000;
printf("writing to the SIM \n");
for(j=0; j<16; j++)
{
for(x=0; x<128; x++)
{
i=x+128%j,
*(semetex+i) = slm[x][4%j];
*(semetex+i) = slm{x][1+4%j];
*(semetex+i) = slm[x][2+4%j];
*(semetex+1) = slm{x][3+4%j];
}
!
*(semetex+0x801)=1;
}
/3 SR R R R R R R e T

+a*temp [125-8%j | im14243;
J+l6%temp[123-8%j]{x14+207;
x]+64%templ121-8%j] w1467,
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/% DIS-HF2.C

J*

Ve AIR FORCE INSTITUTKE OF TECHNOLOGY

/¥ INPUT DISPLAY TO THE JOINT TRANSFORM CORRELATOR
Vad by Capt John Cline

Vad August 31, 1989

/*This program displays the segmented scene and template created by
/*an earlier run of the joint transform correlator. The TARGA file

/*"segment.tga" will be read in and displayed on the SIM.
/R R R R R R R A A R A S RS A S S

#include "stdio.h"
#include "string.h"

int 1, j, x;

unsigned char slm{128}{64], targabuffer{128){128], temp[128]{1281;

char targhead[] = {'\x00', "\x00’, '\x03', "\x00’, "\x00’, "\x00",
"AR00", "\x00", "\x00’, "\x00', "\x00", "\x00",
"A\x807, "\x00', "\x807, "\x00', "\x08'., "\=00'};

FILE #filel;

void main()
{
prepare_slm();

/*read in file*/
filel=fopen("\\targa\\segment.tga","rb");
fseek(filel,18,0);
fread(targabuffer,1,16384 filel);

convert targabuffer to temp();
convert temp to slm();
write to_slm();

/ v xk Tk ok we Yoot e R woON % K % ww
prepare _slm()
{

char far *semetex;

semetex = (char far *) 0xb0000000;

*{semetex+0x800)=1" e lear sl
\
/ Vet e ER ot o vew EN RSy ok N W KX W

convert targabuffor to temp()
|
for(i=0; i<128; i++)
{
for(j=0; j<128: j++)
{




if(targabuffer[i][j]==0x00) temp(i][j]=0x01;
else temp[i][j]=0x00;

)

SR Rk Rk kR R Rk bk Rk ok % ok Wk ek ek ww
convert temp to slm()

{

/*convert 2 pixels into an eight bit character for addressing the SIM¥/

printf("creating SIM format \n");
for(x=0; x<128; x++)

{

for(j=0; j<16; j++;

{
slm{x}{4*j] =2%temp[l26-8*j][x]+temp[l27- 8¢j1{\F0252
slm[x][&xj+l] 8%temp[124-8%j] [x]+4*temp[125-8%])] [\J+ZQ3
slm[x] [4*%j+2]=32%temp[122-8*j][x]+16%temp{123-8*j ] [x]+207;
slm([x][4%j+3]=128%temp[120-8%j] [x]+64*temp[121-8*%j][x]+63;

}

!

// Ve £ Eae KR e Kk K% b X oN % "R wk xw P
write to slm()
{

/*Write the SLM array to the SIM*/

char far *semetex;

semetex = (char tar *) 0xuvuuulULUY;

printf("writing to the SIM \n");

for(j=0; j<16; j++)

{
for(x=0; x<128; x++)
{
1=x+128%j;
*{semetex+i) = slm{x][4%]];
*(semetex+i) = slu[x][1+4%]];
*(semetex+i) = slm[x][2+44%]]
*(semetextl) = slm[x][3+4%j1;
}
}

“(semetex+0x801)=1;
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/% DISPTOP.C

ATIR FORCE INSTITUTE OF TECHNOLOGY
SCENE ONLY DISPLAY TO THE JOINT TRANSFORM CORRELATOR
by Capt John Cline
August 31, 1989

Y
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/*the TARGA file "display2.tga" onto the SIM. This program is part

/*of the joint transform correlator, and is run after the scene and

/*template have been displayed together.

#include "stdio.h"
=include "string.h"

int 1, j, x;

unsigned char slm[128][64], targabuffer{128]([128], temp[128][128};

FILE *filel;

void main()

{
prepare_slm();

/*read in scene half only¥*/
filel=fopen("\\targa\\display2.tga",6"rb");
fseek(filel,7314,0);
fread(&targabuffer[57]{0],1,9088,filel);
fclose(filel);

convert targabuffer to temp();
convert temp to slm();
write to slm();

Sheute KN Sle st Seate et et et et e NN et s S
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prepare _slm()

char far *semetex;
semetex = (char far *) Oxb0000000;

*(semetex+0x800)=1; /rclear
}
/ P wk K% K% wxK e Py st Yook % e K wk x

convert targabuffer to temp()
{
for(i=0; i<128; i++)

I
\

for(j=0; j<128; j++)
{
if(targabuffer(i][j]--0x00) temp[i] j]=0x01;
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/*This program displays only the scene half {upper 71x128 pixels) of *?

g
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slm*,




)

/3

else temp(i][]]=0x00;
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convert temp to slm()

{

}

/ B

/*convert 2 pixels into an eight bit character for addressing the St

printf("creating SILM format \n");
for(x=0; x<128; x++)
{

for(j=0; j<16; j++)

{

slm(x]{4*j] =2%temp[126-8%j]([x]+temp[127-8%j][x][+252;

slm{x][4%j+1]=8%temp[124-8%j] [x]+4*temp[125-8%j][x}+243;

slm{x]{4%j+2]=32*%temp[122-8%j|[x]+16%temp[123-8*%j][x]+207

slm{x][4*j+3]=128*temp[120-8%j ] [x]+64%temp[121-8*]]{x]+63
}

write to slm()

{

/*Write the SIM array to the SIM*/
char far *semetex;
semetex = (char far *) 0xb0000000;
printf("writing to the SIM ‘\n");
for(j=0; j<l16; j++)
{

for(x=0; x<128; x++)

{

{=x+128%j;

*(semetex+i) = slm{x]{4*j];
“(semetex+i) = slm[x][1+4%]
*({semetex+i) = slm[x][2+4%]
*(semetext+i) = slm[x][3+4%]

*(semetex+0x801)=1;
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/% BULI.-HF? C

/%

/% AIR FORCE INSTITUTE OF TECHNOLOGY

* CORRELATION PLANE INTERPRETER FOR THE JOINT TRANSFORM CORRELATOR =
/% by Capt John Cline

/% August 31, 1989

/7':

/*This program finds the top 10 values in the top and bottom cross-
/*correlation regions of the joint transform correlator correlation
/*plane file "grab2.tga". It rewrites the correlation plane file

/*with crosshairs at peak locations in the cross correlation regions *

/*to the file "max.tga". Next, it uses these max values, along with *

/*earlier calibration values stored in "cal.dat", to calculate the
/*coordinates of the target in the original scene. (This data is
/*displayed on the computer monitor.) Having done this, the original%*
/*scene file ("display?.tga) is rewritten with crosshairs at the
/*target location as "bullseye.tga". This program differs from
/*BULL-HF.C, only in that crosshairs are written to "segment.tga"
/*instead of "display?2.tga". That'’s because this is a part of a JTC *
/*that uses SEGMENTED inputs generated from a earlier pass through
/*the JTC.

R R R R R R R S R DR S SR e

#include "stdio.h"
#include "string.h"
#include "math.h"

int i, j, k, toptest=0, bottest=0, xb{10], yb[10}, xt[10], vt[l0};:
int ii, jj, ilow, ihigh, jlow, jhigh;

unsigned char targaheader[18), targa[l160]{128], outbuffer[128;[1281;
unsigned int topx(ll}, topy[{ll], topvalue{ll];

unsigned int botx[1ll], boty[ll], botvalue[1ll];

unsigned char caldata[4][4];

float cal[b] (4], =x, yy;

IR

float x1, x2, yl, y2, xfb[10], xft[10], yfb[1l0], yft[1l0];
FILE *filel;

void main()
{
/*initialize values*/
for(i=0; i<ll; i++)
{
topx[i]=0;
topy[i]=0;
topvaluei]=0;
botx{i]-0;
boty([i]=0;
botvalue[i]=0;
)

/*get ccd filex/
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filel=fopen("\\targa\\grab2.tga","rb");
fread(targahcader,1,18, filel);
printf("\n\nreading in data \n");
fread(targa,l,20480,filel);
fclose(filel);

/*get cal data filex/
filel=fopen("\\turc\\cal.dat",6 "rb");
fread(caldata,l,16,filel);
fclose(filel);
for(i=0; i<4;
{

i++)

for(j=0; j<4; j++)
{
calli](j]=(float)caldata[i][]j];
)
}

/*erase center autocorrelation section%/
for(i=45; i<115; i++4)
{
for(j=0; j<128;
{

TH+)

targa(i][j]=0x00;
}
}

/*locate the 10 max values on the top¥*/
for(i=115; i<160; i++)

)
1

for(j=0; j<128; j++)
{
if(targal[i][]j]>=100)
{
if(toptest<lO) toptest+n,
k=9;
while(targa[i][j] >topvalue[k!
{
topvalue[k+l]=topvalue[kj:
topx{k+l]=topx{k]j:
topy(k+l]=topylk];
topvalue(k]=targa{ij[ji;

k

topx|[k]=7j;
topylkl=i;
k-

)

/*locate
for(i=0;
{

10 max values on the bottom*/

i<ab; i+4)
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for(j=0; j<128; j++)

{
if(targa(i]{j]>=100)
{
if(bottest<lQ) bottest++;
k=9
while(targa[i][j] >botvaluel{k] && k>=0)
{
botvalue[k+1]=botvalue k]!
botx[k+1]=botx[k];
boty[k+1l]=boty[k];:
botvalue(k]= arga[i}[j]:
botx[k]=j;
boty[k]=
k-
}
}
}

)

/*write file with crosshairs¥/
for(j=0; j<bottest; j++)

{
for(i=-3; 1i<&; i++)
{
targa(boty[jl+i][botx[]j]]=0x00:
targa[boty[j!][botx[]j]+i]=-0x00;
}
}

for(j=0; j<toptest; j+%)
{
for(i=-3; i<4; i++)
{
'](topv[j?}‘OKOO;

targa(topy(j |+
] ]{topx!j]+i]=0x00;

targaltopy[]

printf("writing correlation file\n")
filel=fopen("\\targa\\max.tga™, K "wh"):
fwrite(targaheader 18,1, filel):
fwrite(targa,20480,1 filel):
fclose(filel):

“This part of the program finds the location of the tarpet siven fhe
“location of the correlation peak. [t puts cross hairs on the
sForiginal scene file.

/*read in the segmented scene files,
printf("reading in original scene filexn"):
filel=fopen("\\targa\\segment . tga” "rh");
fread(targabeader, 1, 18, {ilel):
fread(targa, 1, 16384, filel);

220




felose(filel);

/*calculate the target coordinates based on the vl
/*upper correlation of the calibration data
printf("calculating target locatiom\n"):

for(i=0; i<toptest; i++)

{
x1=(113/(cal[1]{0]-cal [0]{0]))*(topx{i -callt 0 1y
x2=(113/(cal[3][0]-cal[2][0}))*(topxiii-cali2 "0 i
y1=(3C/(cal{0][1]-cal[2][1]))*(cal{O]'l -topv i )tls;
y2=(30/(cal{1][1]-cal{3][1]))*(cal 1}l -topv i »+%e.
RFE[1]=(((((yl+y2)/2)-36)%(x2-7)
+ ((B4-((yl+y2) /2)))=(x1-7)) /30)+ 7,
yEE[1]=((C((x1+x2)/2)-7)*(y2-34)
+ ((120-((x14+x2)/2)))*(y1-34)) /1131434,
xt[i]=(unsigned) (xfe[i]+.5);
yt[i]=(unsigned) (yft[i]+.5);
}

/*calculate the target coordinates based oun the valnes

/*lower correlation of the calibration da.a

for(i=0; i<bottest; i++)

{
x1=(113/(cal[0][2])-cal[1][2]))%(cal {02} -bot= 1 1+
x2=(113/(ca1[2][2]-ca1{3](2])) (call2702 -hovx 1
v1=(30/(cal[2][3]-cal[0][31))%(boty i -cal 0 " v,

y2= (30/(Cal[ J(3)-call][3]))*(botv i -cal 1 3 "+

XEB[1]=(((((y1l+y2)/2)-34)%(x2-7)

+ (64-((v1+y2)/2)*(x1-7))Y/300+)

VED L] =(((((x14x2)/2) -7)*(y2-34)

+ (120-((x1+x2)/2))*(v1-340) /L1 + 30,
xb[i]=(unsigned) (xfb[i]+.5):
vbli]=(unsigned)(vEb[ii+.5);

eliminate redundant():
eliminate stray();
save segmented version():

/*write file with Xs on weighted backgromnd at tareo:
for(k=9; k>=0; k--)

{
ii=0;
for(i=123-vb{k]|; i<132-vblk]: i++)
{
jj=0;
for(j-xbik]-4; j<ubiki+d: jrey
{
targaliilj; boivaluewi;
PECii==3j || 1i==8-]j) ravpali’ §  Oxon;
jites
)
Tiv+:
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)

1i=0;
for(i=123-yt(k]; i<132-yr{k]; i+
{
33=0;
for(j=xt[k]-4; j<xtlk]+5; j++)
{

targa[i][jl=topvalue[k];
if(ii==jj || ii==8-jj) targal[i][]j]=0x00;
Jjit+

)

ii++;
}

filel=fopen("\\targa\\bullseye.tga", K6 "wh"):
fwrite(targaheader, 18, 1, filel):
fwrite(targa, 16384, 1, filel);
fclose(filel);

for(i=0; i<10; i++)

{
printf("su\tsu\tru\tru\tsu\t3u\n", xt{i], vtii], topvalue i,
xb[i], ybli], botvaluciiiy;
)
printf("press any key to continue");
getch();
)
{
S I I I S £ 2 I SO S
eliminate redundant()
|

/*eliminate some redundant marks*/
for(k=%:; k>0; k--)
{

for(j=k-1; j>=0; j--)

{
if(abs(xft[k]-xft[j])<=5 && abs(vit k]-vitljli<=3)
{
it(topvalue[j|<251) topvalue[]|+-5:
else topvalue[]j]=255;
xt[k]=0;
yt[k}=0;
topvalue{k]=0;
)
if(abs(xfb[k]-xfb[j])<=5 && abs(yfbik]-vifb{jl)<-9)
{
if(botvalue[j]<251) botvalueljj+=5:
else botvalue[j]=255;
xb{k]=0;
yb{k]=0;
botvalue[k]=0;
}
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)
}
I T O N . T S L
eliminate_stray()
{
for(k=9; k>0; k--)
{
j=9%;
while((abs(xft[k]-xfb[j])>>
{
i
if(j<0)
{
xt[k]=0;
ytlk]=0;
topvalue [k]=0;
}
)
j=9;

while((abs(xfb[k]-xft[j])>5
{

if(j<0)
{
xb{k1=0;
yb{k]=0;
botvalue[k]=0;
}
}
)
)
JER Rk Rk kk ok kk kk ok
save segmented_version()
{
for(i=0; i<128; i++)

{
for(j=0; j<128; j++)
{
outbuffer(j}|(i]=0x00;
)
)

jlow=0;

for(j=10;

{
for(i=32;
{

i<97; i++)

|| abs(yft(k]-yfb{j])>5) & j>=0)

|| abs(vfb[k]-yft{jl)>5) && j>=0)

(j<24 && jlow==0); j++)

if(targalj][i]!'=0) jlow=24-j;

}
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jhigh=0;
for(j=38; (j>24 && jhigh==0); j--)
{
for(i=32; i<97; i++)
{
if(targa(j][i]!=0) jhigh=j-24;
)
)
ilow=0;
for(i=32; (i<64 && ilow==0); i++)
{
for(j=24-jlow; j<25+jhigh; j++)
{
if(targal{j][i}!=0) ilow=64-1i;
}
}
ihigh=0;
for(i=96; (i>64 && ihigh==0); i--)
{
for(j=24-jlow; j<25+jhigh; j++)
{
if(targal[j][1]!=0) ihigh=i-64;
}
}

for(k=0; k<10; k++)
{
if(xb[k]!=0 && yb[k]!=0)
{
ii=xb[k]-ilow-5;
if(ii<0) 1i=0;
33=(128-yb[k])-jlow-5;
1£(jj<57) jj=57;
for(i=1i; i<xb[k]+ihigh+6 && i<128; i++)
{

for(j=jj; j<(128-yb[k])+jhigh+6 && j<128:

{
outbuffer[j|[i]=0xff;
}
}
}
1f(xt[k]!=0 && yt{k]!=0)
{
ii=xt[k]-ilow-5;
if(ii<0) 1i=0;
13=(128-yt[k})-jlow-5;
if(jj<57) jj=57;
for(i=ii; i<xt[k|+ihigh+6 && i<128; i++)
{

for(j=jj; j<(128-yt[kl)+jhigh+6 && j<128:

{
outbuffer([j]{i]=0xff;
)
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)
}
for(j=0; j<128; j++)
{
for(i=0; i<55; i++)
{
outbuffer([i][j]=targali]{j];
)
for(i=57; i<128; i++)
{
outbuffer(i][j]=outbuffer(i}{j] & targali][j];
)
)

filel=fopen("\\targa\\segment.tga", "wb");
fwrite(targaheader,18,1,filel);
fwrite(outbuffer,16384,1,filel);
fclose(filel);

}

.........
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G.3 LPCT Software

A number of programs were written for correlation in the
LPCT-|FT|? feature space. Two batch files, LRT-X.BAT and
LRT-SQ.BAT, would perform all steps (except throwing the
manual switch) necessary to do correlation in this feature
space. These batches used an "X" and a "+", or squares of
different sizes, respectively to perform the correlation.

Two additional batches, LRT-180.BAT and LRT-NEG.BAT,
would take the intermediate results of the earlier two
correlations (the LPCT-|FT|? features), and modify the
template before performing correlation.

Of course, the batches would call on .CMD files, used
with TESTTARG.EXE, and Turbo-C source code to complete their
tasks. The batch files are listed below, followed by the .CMD
files (in order of appearance), and the Turbo-C source code.

A number of files used in the patches are the same as
those listed in sections G.1 and G.2. They will not be

duplicated in this section.
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:LRT-X.BAT

:This batch file performs a joint transform correlation on the
:log polar coordinate transform of the intensity of the Fourier
:transform of an "X" and a "+".

echo off

:CREATE THE X AND + AND DISPLAY THE X
CD \TURC

x-1rt

disptop

:CAPTURE THE FOURIER TRANSFORM OF THE X (128X128)
CD \TARGA

SET TARGA=247

SET TARGASET=T8X-10G

testtarg <ft scene.cmd

:DISPLAY THE +
cls

CD \TURC
dispbot

:CAPTURE THE FOURIER TRANSFORM OF THE +
CD \TARGA

testtarg <ft temp.cmd

cls

:DISPLAY A BLANK MOSIM
CD \TURC
erase-it

:CAPTURE THE FOURIER TRANSFORM OF THE BLANK TO USE AS A BIAS
CD \TARGA

testtarg <ft_erase.cmd

cls

echo THROW THE SWITCH
pause
cls

:CAPTURE THE LPCT OF THE BLANK
testtarg <I110x456.cmd

‘RFDUCE THE LPCT OF THE BLANK TO 55xX114 THEN BINARIZE THE
:FOURTER TRANSFORM OF THE X AND DISPLAY ON THE MOSIM

CD \TURC

red Irt3

ft scene

:CAPTURE THE LPCT OF THE X

CD \TARGA
testtarg <110x456.cmd
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:REDUCE THE LPCT OF THE X TO 55X114 THEN BINARIZE THE
:FOURIER TRANSFORM OF THE + AND DISPLAY ON THE MOSLM
CD \TURC

red 1lrtl

ft temp

:CAPTURE THE LPCT OF THE +
CD \TARGA

testtarg <11O0x45b.cmd

cls

REDUCE THE LPCT OF THE + TO 55X114

:THEN CREATE A BINARY INPUT FRAME FOR THE JTC
CD \TURC

red lrt2

lrt-comb

cls
echo THROW THE SWITCH
pause

:THE NEXT FEW STEPS PERFORM THE JTC

:CAPTURE THE JOINT TRANSFORM 128X128 ONLY
CD \TARGA

testtarg <jtl-lrt.cmd

cls

:DISPLAY THE TOP (THE X) ONLY
CD \TURC
top-1lrt

:CAPTURE THE FOURIER TRANSFORM FOR THE X ONLY
CD \TARGA

testtarg <top-lrt.cmd

cls

:BINARIZE ON AVERAGE DIFFERENCE AND DISPLAY ON MOSIM
CD \TURC
jt-diff

:CAPTURE CORRELATION PLANE
CD \TARGA

testtarg <jt2-lrt.cmd

cls

:LOCATE PEAKS IN CORRELATION PLANE
CD \TURC

bull-1rt

CD \TARGA

testtarg <jt3-lrt.cmd
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:LRT-SQ.BAT

:This batch file performs a joint transform correlation on the
:log polar coordinate transform of the intensity of the Fouricr
:transform of a scene and template square.

echo off

:CRFATFEF THE TWO SOUARES AND DISPLAY THE SCENP (TO™Y
CD \TURC

disp lrt

disptop

:CAPTURE THE FOURIER TRANSTORM OF THE SCENE (128X128)
CD \TARGA

SET TARGA=247

SET TARGASET=T8X-10G

testtarg <ft scene.cmd

:DISPLAY THE TEMPLATE
cls

CD \TURC

dispbot

:CAPTURE THE FOURIER TRANSFORM OF THE TEMPLATE
CD \TARGA

testtarg <ft temp.cmd

cls

:DISPLAY A BLANK MOSLM
CD \TURC
erase-it

:CAPTURE THE FOURIER TRANSFORM OF THE BLANK TO USE AS A BIAS
CD \TARGaA

testtarg <ft erase.cmd

cls

echo THROW THE SWITCH
pause
cls

:CAPTURE THE LPCT OF THE BIANK
testtarg <110x456. cmd

:REDUCE THE LPCT OF THE BLANK TO 55X114 THEN BINARIZF THE
:FOURIER TRANSFORM OF THE SCENE AND DISPLAY ON THE MosSIM
CD \TURC

red lrt3

ft scene

:CAPTURE THE LPCT OF THE SCENE

CD “TARGA
testtarg <110x456.cmd
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:REDUCE THE LPCT OF THE SCENE TO 55X1l4 THFN BINARIZE THE
:FOURIER TRANSFORM OF THE TEMPLATE AND DISPLAY O THE MOSIM

CD \TURC
red 1rtl
ft temp

:CAPTURE THE LPCT OF THE TEMPLATE

ATY man A
~ AT S Y

testtarg <110x456.cmd
cls

:REDUCE THE LPCT OF THE TEMPLATE TO 55X114
:THEN CREATE A BINARY INPUT FRAME FOR THE JTC
CD \TURC

rod 1rt2

lrt-comb

cls
echo THROW THE SWITCH
pause

:THE NEXT FEW STEPS PERFORM THE JTC

:CAPTURE THE JOINT TRANSFORM 128X128 ONLY
CD \TARGA

testtarg <jtl-lrt.cmd

cls

:DISPLAY THE TOP (THE SCENE) ONLY
CD \TURC
top-1lrt

:CAPTURE THE FOURIER TRANSFORM FOR THE SCENE ONLY
CD \TARGA

testtarg <top-lrt.cmd

cls

:BINARIZE ON AVERAGE DIFFERENCE AND DISPLAY ON MOSLM
CD \TURC
jt-diff

:CAPTURE CORRELATION PLANE
CD \TARGA

testtarg <jt2-1lrt.cmd

cls

:LOCATE PEAKS IN CCRRELATION PLANE
CD \TURC

bull-lrt

CD \TARGA

testtarg <jt3-lrt.cmd

230




:LRT-180.BAT

:This batch file performs a joint transform correlation on the
:log polar coordinate transform of the intensity of the Fouricr
;transform using feature files already created from an earlier
:run of either LRT-X.BAT or LRT-SQ.BAT. It uses only the
:center 180 degrees of the template in the first step.

echo ottt
cls

:CREATE A BINARY TNPUT FRAME FOR THE JTC
CD \TURC
1rt-180

:CAPTURE THE JOINT TRANSFORM 128X123 ONLY
CD \TARGA

testtarg <jtl-lrt.cmd

cls

:DISPLAY THE TOP (THE SCENE) ONLY
CD \TURC
top-1lrt

:CAPTURE THE FOURIER TRANSFORM FOR THE SCENE ONLY
CD \TARGA

testtarg <top-lrt.cmd

cls

:BINARIZE ON AVERAGE DIFFERENCE AND DISPLAY ON MOSLM
CD \TURC
je-diff

:CAPTURE CORRELATION PLANE
CD \TARGA

testtarg <jt2-1rt.cmd

cls

: LOCATE PEAKS IN CORRELATION PLANE
CD \TURC

bull-lrt

CD \TARGA

testtarg <jt3-lrt.cmd
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:LRT-NEG.BAT

:This batch file performs a ioint transform correlation on the
:log polar coordinate transform of the intensity of the bPourier
;transform using [eature files already created from an carlicr
:run of either IRT-X.BAT or LRT-SQ.BAT. It uses only the
ccenter 180 degrees of the NEGATIVE of the template in the
:first step.

echo off
cls

:CREATE A BINARY INPUT FRAME FOR THE JTC
CD \TURC
lrt-neg

:CAPTURE THE JOINT TRANSFORM 128X128 ONLY
CD \TARGA

testtarg <jtl-lrt.cmd

cls

:DISPLAY THE TOP (THE SCENE) ONLY
CD \TURC
top-lrt

:CAPTUKE THE FOURITIER TRANSFORM FOR THE SCENE ONLY
D \TARGA

testtarg <top-irt.cmd

cls

:BINARIZE ON AVERAGE DIFFERENCE AND DISPLAY ON MOSLM
CD \TURC
jt-diff

:CAPTURE CORRELATION PLANE
CD \TARGA

testtarg <jt2-lrt.cmd

cls

:LOCATE PEAKS IN CORRELATION PLANE
CD \TURC

bull-1rt

CD \TARGA

testtarg <jt3-lrt.cmd
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“

:FT SCENE.CMD
:This is a command file to be used with the TARGA program TESTTARC, FXE.

:1t is used in the JTC using LPCT features to capturc a 128108

:pixel region. The data is stored in the file "ft scene.tpa’

live

CLRASURLS tROVILE A DELAY AFTER GOING LIVE TO ENSURE PROPER FRAME CGPRAB
erase

0

0

0

erase

0

0

0

:GRAB THE FRAME
grab
dis

:SAVE CENTER 128X128
putpic

fr scene '
192
136
319
2673
-1

crase
0
0

'REDISPLAY SAVED SECTION
getpic

ft scene

0

0

-1

graphend

quit
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FT TEMP.CMD
:This is a command file to be used with the TARGA program TESTTARG FXE.
:It is used in the JTC using LPCT features to capture a 128X128

ipixel region. The data is stored in the file "ft temp.tga™.

:ERASURES PROVIDE A DELAY AFTER GOING LIVE TO ENSURE PROPER FRAME GRAB

erase

tGRAB THE FRAME
grab
dis

:SAVE CENTER 128X128
putpic
ft temp
192

136

319

263

-1
erase

0

0

0

:REDISPLAY SAVED SECTION
getplc

fr temp

0

0

-1

fraphend

aquit




CFT ERASE.CMD

:This is a command file to be used with the TARGA prosran
:It is used in the JIC using LPCT features to capture 5 [o=xic
:pixel region. The data is stored in the file "It crase s o

live

:ERASURES PROVIDE A DELAY AFTER COING LIVE ToO ENSURDE PRopPL oty

erase

GRAB THE FRAMF
grab
dis

CSAVE CENTER 128X128
patpic

fr crase

102

136

319

2673

-1

erase

SREDISPLAY SAVED SECTION
getple

fr erase

0

0

-1

graphend

quit

-




:JT1-LRT.CMD

.....

:This is a command file to he used with the TARGA program TESTTARG, EXE,
It is used in the joint transform correlator to capture o /52128

"

:pixel region. The data is stored in the file "grabl . tpa".

live
:ERASURES PROVIDE A DELAY AFTER GOING LIVE TG ENSURE PROPER FRAME GRAR
erase

:GRAB THE FRAME
grab
dis

:SAVE CENTEK 128x128
putpic
grabl
192
136
319
263

-1
erase
0

0

0

:REDISPLAY SAVED SECTION
getpic

grabl

0

0

-1

graphend

quit




:TOP-LRT.CMD

:This is a command file to be used with the TARGA program TESTTARC EXE.
:1t is used in the joint transform correlator to capture a 12§18
:pixel region. The data is stored in the file "top.tga".

live

:ERASURES PROVIDE A DELAY AFTER GOING LIVE TO ENSURE PROPER FRAME GRAB
erase

0

0

0

erase

0

0

0

:GRAB THE FRAME
grab
dis

:SAVE CENTER 128x128
putpic
top
192
136
319
263

-1
erase
0

0

0

:REDISPLAY SAVED SECTION
getpic

top

0

0

-1

graphend

quit
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:JT2-LRT.CMD

:This is a command file to be used with the TARGA program TESTTARC. EXE.
:It is used in the joint transform correlator to capture a 200X128
:pixel region. The data is stored in the file "corr.lrt".

live
:ERASURES PROVIDE A DELAY AFTER GOING LIVE TO ENSURE PROPER FRAME GRAB
erase

:GRAB THE FRAME
grab
dis

:SAVE CENTER 200X128
putpic
corr.lrt
192

100

319

299

-1

erase

0

0

0

:REDISPLAY SAVED SECTION
getpic

corr.lrt

0

0

-1

graphend

quit




:JT3-LRT.CMD

:This is a command file to be used with tne TARGA program TESTTARG. E:

11t is used to display the results

:using the LPCT features.

erase
0

0

0

dis

:GET OPTICAL FOURIER OF SCENE
getpic

ft scene

0

271

-1

:GET BINARY FOURIER OF SCENE
getpic

ft scene.bin

128

271

-1

:GET OPTICAL
getpic

ft temp

256

271

-1

FOURIER OF TEMPLATE

:GET BINARY FOURIER OF TEMPLATE
getpic

ft temp.bin

384

271

-1

tGET ORIGINAL INPUT FILE
getpic

display?

O

135

-1

:GET OPTICAL LPCT OF FT OF
getpic

scene. lrt

128

195

-1

SCENE

of the joint transform covrelator
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:GET OPTICAL LPCT OF FT OF TEMPLATE
getpic

template.lrt

128

135

-1

:GET BINARY LPCTs IN JTC INPUT FORMAT
getpic

lrt_comb

256

135

-1

:GET JOINT TRANSFORM OF TWO LPCT INPUTS
getpic

grabl

0

0

-1

:GET FT OF SCENE LPCT ALONE
getpic

top

128

0

-1

:BINARY JOINT TRANSFORM
getpic

binary

256

0

-1

:GET CORRELATION PLANE
getpic

corr.lrt

384

0

-1

:SAVE RESULTS
putpic

Irt disp

0

0

511

399

-1

graphend

quit
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/*****************************************************k*************#k
/% X-LRT.C

/*

* ATIR FORCE INSTITUTE OF TECHNOLOGY

/* INPUT FILE MAKER FOR THE COORDINATE TRANSFORM JTC

/% by Capt John Cline

/% September 30, 1989

/*

/*This program creates an array with a plus and an X, and saves them *

/*in the TARGA file "display2.tga". This file will be used to

/*correlate in the coordinate transform feature space. Tihe programs *

/*DISPTOP.C (used in the JTC) and DISPBOT.C will display these two
/*patterns on the MOSIM one at a time, so their Fourier features can *
/*be collected.

R R e R

2,

#include "stdio.h"
#include "string.h"

int col, row;

char targhead[] = {’'\x00’, "\x00', '"\x03’', '\x00', "\x00', "\x00",
"\x00’, "\x00", "\x00', "\x00', "\x00', "\x00",
"\x80', "\x00', '\x80’, "\x00', "\x08', "\x00'};

unsigned char targa{l128](128}];

FILE *filel;

void main()
{
/*write the scene "x"*/
for(col=47; col<8l; col++)
{
targa[col+40]{col-1]=255;
targa[l67-col]}[col-1]=255;
targa[col+40][col]}=255;
targa[l67-col][col]=255;
targa{col+40] [col+1}=255;
targa{l67-col][col+1]=255;
}

/*write the template "+"¥%/
for(col=40; col<88; col++)
{
targa[31l][col]=255;
targa[32][col]=255;
}
for(row=7; row<55; row++)
{
targa[row][63]=255;
targa[row] [64]=255;
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/*save TARGA filex/

printf("writing TARGA file to targa\\display2.tga\n");
filel=fopen("\\targa\\display2.tga", K6 "wb");
fwrite(targhead, 18, 1, filel);

fwrite(targa, 16384, 1, filel);

fclose(filel);

}

/AR SRR kSR Rk TSR S SR R SRR e SR SR S R e
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/% DISPBOT.C s/
Vaa AIR FORCE INSTITUTE OF TECHNOLOGY iy
/* TEMPLATE ONLY DISPLAY TO THE JOINT TRANSFORM CORRELATOR =/
S by Capt John Cline w/
/% September 30, 1989 /
/* /
/*This program displays only the template half (lower 57x128 pixels) */
/*of the TARGA file "display?.tga" onto the upper portion of the SIM.¥*/
/*This program is part of the coordinate transform joint transform %/
/*correlator, and is used to capture the Fourier features of the </
/*template. /
e e /

#include "stdio.h"
zinclude "string.h"

int 1, j, x;
unsigned char slm[128][64], targabuffer[128]{128}, temp[128][128];

rILE *filel;

void main()
!
prepare _slm();

/*read in template half only*/
filel=fopen("\\targa\\display2.tga","rb");
fseek(filel,18,0);
fread(&targabuffer({83][0],1,5760,filel);
fclose(filel);

convert targabuffer to temp();
convert temp to slm();
write to slm();

}

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Jck Sk ek ek ek ek R Rk % ok % k% Xk ok ko bk bk W W)
prepare_slm{)
{

char far *semetex;

semetex = (char far *) 0xb0000000;

*(semetex+0x800)=1; JRclear sl

ot " ) R R RO R o IR et = A et Lt
/,\n Kk g KN Ly X WK WA N OK K XK Kk wA Kook NN WRN

convert targabuffer to temp()
{
for(i=0; i<128:; i++)
{
for(j=0; j<128; j++)
{
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if(targabuffer[i][j]==0x00) temp[i][]]=0x01;
else temp[i}[]]=0x00;

}

SRk ok ok kk bk b %% % %k kk kk sk ek ke ok ek sy
convert temp to slm()

{
/*convert 2 pixels into an eight bit character for addressing the SLM¥/

printf("creating SLM format \n");
for(x=0; x<128; x++)
{

for(j=0; j<l6; j++)

{

[4*]] =2%temp[126-8%j][x]+temp[l27-8%j][x]+252;
[4%j+1]=8%temp[l24-8*j] [x]+4*temp[125-8%j] [x]+243;
[4%j+2]=32%temp[122-8%j]{x)+16*temp[123-8%j][x]+20/;
[4%j+3]1=128%temp[120-8%j] [x]+64%temp|[121-8+%j][x]+63;

slm{x]
slm{x]
slm[x]
slm(x]

)

[ Fk Rk k% ok dE ok Ek

%

write to slm()
{
/*Write the SLM array to the SIM*/
char far *semetex;
semetex = ( ... far *) 0Uxb0OC00000;
printf("writing to the SLM \n"):
for(j=0; j<l6; j++)
{
for(x=0; x<128; x++)
{

{=x+128%j;
*(semetex+i) = slm[x}[4%j];
*(semetex+i) = slm[x][1+4%]];
*(semetex+i) = slm[x]{2+4%]];
*(semetex+i) = slm{x][3+4%j];
}
}
*(semetex+0x801)=1;
}
/et e e de e et e e e el s Sl kst s sk A S A S kS e
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/* ERASE-IT.C %/
/* %/
/* AIR FORCE INSTITUTE OF TECHNOLOGY %/
/* MOSIM ERASE PROGRAM %/
/* by Capt John Cline %/
/% August 31, 1989 )
/*
/*This program erases the MOSIM, that's all. */
/KA AR A F R A kS keSS e ek ek et et /

#include "stdio.h"
#include "string.h"

void main()
{

/*erase the slm¥%/

char far *semetex;

printf("erasing the SIM\n");

semetex = (char far *) 0xb0000000;

*(semetex+0x800)=1; /%*clear slm¥/
}

T e R R4
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/* RED_LRT3.C

/*

/* AIR FORCE INSTITUTE OF TECHNOLOGY

/* PROGRAM FOR REDUCING FILES USED IN THE COORDINATE TRANSFORM JTC
/* by Capt John Cline

/* September 30, 1989

/%

/*This program reduces a 110x456 TARGA file to 55x128 for display on */
/*the SIM in the joint transform correlator.
/*by averaging 2 for 1 vertically and 4 for 1 horizontally.
/*are added on the left and right sides.
/*"erase.lrt".

The reduction is done

Zeros

The file is stored as
This new file is a reduced version of the log polar

/*coordinate transform of an erased MOSIM. It will be used to

/*reduce system bias during binarization of the scene and template
/*LPCT Fourier features.

#include "stdio.h"
#include "string.h"
#zinclude "math.h"

char targhead(] = {'\x00', '\x00'

Gioigued Cha. Inbuffer{110][456], outbuffer{55){123};

, \x03', "\x00', "\x00',
'\x00’, "\x00’, "\x00', '\x00', ‘\x00',
\x80', \x00', '\x37', "\x00’, ‘\x08',

int combined, i, j, k, ii, jj;

FILE *filel, *file?2;

void main()

{

printf("reducing lrt of erased SLM\n");

/*open files and handle headers¥/
filel=fopen("\\targa\\grablrt.tga",6 "rb");
fseek(filel,18,0);
file2=fopen("\\targa\\erase.lrt" "wb");
fwrite(targhead, 18, 1, file2);

/*read data in, reduce, and outputx/
fread(inbuffer, 1, 50160, filel);
for(i=0; i<110; i+=2)
{
for(j=0; j<456; j+=4)
{
combined=0;
for(ii=i; 1i<i+2; ii++)
{
for(jj=j; ji<j+4; jj+v)
{
combined+=inbuffer[ii][jj]:
)

e

A\x00",
"\x00",
\xX00" 1,




)
outbuffer[i/2][j/4+7]=(combined+4)/8;

1
'

}
fwrite(outbuffer, 7040, 1, file2);

fclose(filel);
fclose(file2);
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/% FT_SCENE.C v
/% )
/% AIR FORCE INSTITUTE OF TECHNOLOGY %,
Vs PROGRAM FOR BINARIZING FRINGES THE FOURIER TRANSFORM Wy
/¥ by Capt John Cline %y
/* September 30, 1989 %

/ * Wy
/*This program binarizes the Fourier transform of the original scenc =/
/*input to a coordinate transform joint transform correlator (before =/

/*coordinate transforming). There are two input files "ft scene.tpa’ ./
/*and the system bias file "ft erase.tga" (created by detecting the
/*Fourier transform of a blank MOSLM). The bias file values are

/*subtracted from those of the scene file and the result is binarizeds
/*%on five times the average difference (you may want to look at i
/*alternative binarization techniques). The binary array is stored ;
/*in TARCA format as "ft scene.bin” and is displaved to the MOSLM forw.
/*log polar ccordinate trans{vimaticii. £y

B N N N DU M JC S P VN D P S SIS VN SO S SN JOX MK R AV U ST S SO JA0G W DU PO S JOR PO S SOt S S S SRS VI SO MK SO SUC SRS SUCSOE DR SPR S UOS SOU SN S P U O

et A s S s s N e e o TR R R ST ML UL P PR P P et
/ AAAAAAAAAAAAA AR A AR AN RAAAAARRARATL RS B A - B P N A A A A Rk S A B R AR S

#include "stdio.h"
#include "string.h"
#include "math.h"

int maxvalue, i. j, k, test, X, v, col, row index;
float combined, thrshld=0;

unsigned char bufferin{128][128], temp[128][128};
unsigned char targabuffer[128][128], slm[128][64];
char targhead[18];

FILE *filel;

void main()
{
brepare_slm();

/*get scene filewx/

filel=fopen("\\targa\\ft _scene.tga","rb");

printf("\n\nreading in data \n");

fread(targhead,1,18,filel); Srread headers )/
fread(bufferin,1,16384 filel);

fclose(filel);

/*get erase filex/
filel=fopen("\\targa\\ft erase.tga",K "rb");
fseek(filel 18,0);
fread(targabuffer,1,16384 filel);
fclose(filel);

/*calculate threshold by finding average differencex/
for(row=0; row<l28; row++)
{

for(col=0; col<128; col++)
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{
thrshld+=bufferin{row][col]-targabufferirow|’col
}

1
thrshld=5*thrshld/16384;

/*binarize pixels based on threshold for differencex/
printf("binarizing data \n");

for(row=0; row<l28; row++)

{

for(col=0; col<128; col++)

{
combined=bufferin|{row]|[col]-targabuffer{row]{col];
if (combined<=thrshld)

{
targabuffer|row]{col1=0x00;
}
else
{
targabuffer{row]{colj=0xff;
}

1

/*save binarized version #*/
filel=fopen("\\targa\\ft scene.bin", 6 "wb"):
fwrite(targhead, 18, 1, filel);
fwrite(targabuffer, 16384, 1, filel);
fclose(filel);

convert targabuffer to temp();
convert temp to_slm();
write to slm();

SRk ek wk ek R ek R R b k% kR Rk R
prepare slm()
{
char far *semetex;
semetex = (char far *) 0Oxb0000000;
*(semetex+0x800) =1:

I A T T S T S SR
convert targabuffer to temp()
f

for(i=0; i<128: i++)

Il
i

for(j=0: j<l28. j++)
!

if(targabufferi]{j --0x00) temp[i;lji=0x01;
else tempii][j]=0x00;
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éggvert‘temp_to_slm()

| /¥convert 2 pixels into an eight bit character for addressing the Si
printf("creating SIM format \n");

for(x=0; x<128; x++)

{ for(j=0; j<l6; j++)

| 4%j]  =2%temp[l26-8%j][x]+temp[127-8%]][x 425/

slm{x]|
x][4*j+1]=8*%temp[124-8*%]j]{x]|+4%xtemp[125-8*] [x]|+2473;
< {
x ]

slm
slm

]

]
x][4%j+2]=32%temp{122-8%j | [x]+1b6%temp[123-8*]jilx1+207.:
slm [

[
[
|
[x]14%j+3]=128%cemp120-8%j] [x]+64*temp[12]1-8x]] 1 463,

R ek Rk ke kY ek dk ok k% Rk Rk Rk %k *
write to slm()
{
/*Write the SIM array to the SIM¥*/
char far *semetex;
semetex = (char far *) 0xb0000000:
printf("writing to the SIM \n");
for(j=0: j<l6; j++)
{
for(x=0; x<128; xt+)
{
i=x+128%j;
*(semetex+i) = slm[x]{4%j};
*{semetex+i) = slm[x][1+4%]];
*(semetex+i) = slm{x!{244%j1;
*{semetexti) = slm[xi[3+4%] "
1
.
}
“(semetex+0x801)~1;
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/* RED LRT1.C
ad s/
/* AIR FORCE INSTITUTE OF TECHNOLOGY R
/% PROGRAM FOR REDUCING FILES USED IN THE COORDINATE TRANSFORM JTC )
Vad by Capt John Cline 2y
/= September 30, 1989 /

/*This program reduces a 110x456 TARGA file to 55x128 for display on ¥/
/*the SIM in the joint transform correlator. The reduction is donc =/
/*by averaging 2 for 1 vertically and 4 for 1 horizontally. Zeros */
/*are added on the left and right sides. The file is stored as *
/*"scene.lrt”. This new file is a reduced version of the log polar
/*coordinate transform of a scene’'s Fourier features. It will be
/*binarized in another program, then used as an input to the joint
/*transform correlator,

R R R ke

=include "stdio.h"
#include "string.h"
#include "math.h"

char targhead[] = {'\x00', "\x00", "\x03’", '\x00', "\x00", "\x00",
"AXO0, A\x00', "\x00", '\x00', "\x00', "\ x00",
ANB0, ANO0T, AXBT7, ANOOT, AR08 AL

unsigned char inbuffer[110][456], outbuffer{55][128];

int combined, i, j, k, 1ii, jj;

FILE *filel, *fileZ2;

void main()
!

printf("reducing 1rt of scene\n");

/*open files and handle headerss/
filel=fopen("\\targa\\grablrt tga"."rb"):
fseek(filel 18.0):
file2=fopen("\\targa\\scene.irct”, K "wb");
fwrite(targhead, 18, 1, file?2);

/*read data In, reduce, and output¥®/
fread(inbuffer, 1, 50160, filel):
for(i=0; i<110: i+=2)
{
for(j=0; j<456; jt=4)
{
combined=0;
for(ii-i: 1i<i+2: 1i+4)
!
for{jj-jo Ji<irh jite)
{
combinedt -inbutfer ii;;jj!
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}
outbuffer[i/2][j/4+7]=(combined+4)/8:
}

}
fwrite(outbuffer, 7040, 1, file2);

fclose(filel);
fclose(file2);
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/% FT_TEMP.C */

/% /
/* ATIR FORCE INSTITUTE OF TECHNOLOGY )
* PROGRAM FOR BINARIZING FRINGFES THE FOURIER TRANSFORM s
/% by Capt John Cline i
/* September 30, 1989 =y
/* /

/*This program binarizes the Fourier transform of the original scene ¥/
/¥input to a coordinate transform joint transform correlator (before %/
/*coordinate transforming). There are two input files "ft temp.tga" -,
/*and the system bias file "ft_erase.tga" (created by detecting the ¥/
/*Fourier transform of a blank MOSIM). The bias file values are N/
/*subtracted from those of the scene file and the result is binarized¥,
/*on five times the average difference (you may want to look at :
/*alternative binarization techniques). The binary array is stored %,
/*in TARGA format as "ft temp.bin" and is displayed to the MOSIM far =/
/*log polar coordinate transformation.

/
/

S/

#include "stdio.h"
#include "string.h"
#include "math.h"

int maxvalue, i, j, k, test, x
float combined, thrshld=0;
unsigned char bufferin([128][128], temp{[128](128];
unsigned char targabuffer{128][128], slm{128][64];
char targhead[18];

, ¥, col, row, index;

FILE *filel;

void main()
{
prepare_slm();

/*get template filex/

filel=fopen("\\targa\\ft temp.tga","rb");:

printf("\n\nreading in data \n");

fread(targhead,1,18, filel); /*read headerss
fread(bufferin,1,16384 filel);

fclose(filel):

/*get erase filex/
filel=fopen("\\targa\\ft erase.tga", K "rb");
fseek(filel 18,0):
fread(targabuffer,1,16384 filel);
fclose(filel):

/*calculate threshold by finding average differences)
for(row=0; row<l?8; row+t)
{

tor(col=0; col<l28: coltt)




{
thrshld+=bufferin{row]{col]-targabuffer|[row][col];
}

)
thrshld=5*thrshld/16384;

/*binarize pixels based on threshold for differencex/
nrintf("binarizi ., daia \n";;

for(row=0; row<l128; row++)

{

for(col=0; col<128; col++)

{
combined=bufferin{row][col]-targabuffer(row][col;;
if(combined<=thrshld)

{
targabuffer[row][col|=0x00;
)
else
{
targabuffer|[row][col |=0xff;

)

)

/*save binarized version */
filel=fopen("\\targa\\ft temp.bin",6 "wb");
fwrite(targhead, 18, 1, filel);
fwrite(targabuffer, 16384, 1, filel);
fclose(filel);

convert targabuffer to temp();
convert temp to slm();
write to slm();

}

P At wte et et et e ote Lo ot o nta DS S L o ute et loate et
V&S KK Xk KK wK KK HR KK k kX g KX Nw K NN
/

prepare_slm()

{
char far *semetex;
semetex = (char far %) 0xb0000000;
*(semetex+0x800)=1,

}

JE ok kk ok ok ke kR % ok %
convert targabuffer to temp()
{
for(i=0; i<128; i++)
{
for(j=0; j<128; j++)
{
if(targabuffer[i]{j:==-0x00) temp[il[]]-0x01;
else temp:i][]j]=0x00;
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}

JR% Rk kK Sk ok ok ke k% ok ok k% kk %k Rk wk wR
convert temp to_slm()

{
/*convert 2 pixels into an eight bit character for addressing the SLM*/

printf("creating SIM format \n");
for(x=0; x<128; x++)
{

for(j=0; j<l6; j++)

{

slm{x][4*]] =2%temp[l26-8%*j]]

sim{x])[4*j+1]=8*temp{124-8%j]{
slm[x][AXJ+2] 32%temp[122-8%j]
sim{x][4*j+3]=128*temp[120-8%]

J+temp[127-8%j ) [x]+252;
}+4*temp[125-8% J][\]+2&3
x]+16*temp([123-8%j][x]+207;
[x

X
X
{
] [x]+64*temp[12]1-8% J][\]+6°:

}

SR K% %k k% %k Rk Sk kR Sk k% bk kx o ek Rk ke w
write to slm()
{
/*Write the SIM array to the SLM*/
char far *semetex;
semetex = (char far *) 0xb0000000;
printf("writing to the SIM \n");
for(j=0; j<l6: j++)
{
for(x=0; x<128; x++)
{

i=x+128%j;

*(semetex+i) = sim[x][4%]];
*(semetex+i) = slm[x ][1+a i1
*(semetex+i) = slmix]{2+axj]
*(semetex+i) = slm{x][3+4%7]

}

}
*(semetex+0x801)=1;

.................................................................
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/* RED_LRT2.C /
/* /
Vad AIR FORCE INSTITUTE OF TECHNOLOGY )
/% PROGRAM FOR REDUCING FILES USED IN THE COORDINATE TRANSFORM JTC v/
VA by Capt John Cline i/
/= September 30, 1989 y
/% oy
/*This program reduces a 110x456 TARGA file to 55x128 for display on =/
/*the SIM in the joint transform correlator. The reduction is done i/
/*by averaging 2 for 1 vertically and 4 for 1 horizontally. Zeros W/
/*are added on the left and right sides. The file is stored as W/
/*"template.lrt". This new file is a reduced version of the log o/
/*polar coordinate transform of a template’s Fourier features. It

/

/*will be binarized in another program, then used as an input to the %/
/*joint transform correlator. *y
/

/7'(**7':**********>'<*‘k*****************7‘:***********7‘(*7‘(:’(7’(7’(*7‘(;’( P R AL X YR R

#include "stdio.h"
#include "string.h"
#include "math.h"

char targhead{] = {'\x00', ‘\x00', '\x03', '\x00', "\x00', "\x00",
Ax007, "\x00", "\x00’, "\x00', "\x00', "\=00",
"Ax80', \x00", "\x37', "\x00", "\x08', "\x00"}:

unsigned char inbuffer(110][456], outbuffer{55][128];:

int combined, i. i, k, ii, ji;

FILE *filel, *file2;

void main()
{
printf("reducing lrt of template\n");

/*open files and handle headers*/
filel=fopen("\\targa\\grablrt.tga", K "rb"):
fseek(filel,18,0);
file2=fopen({"\\targa\\template.lrt” "wh");
fwrite(targhead, 18, 1, file2);

/*read data in, reduce, and output#*/
fread(inbuffer, 1, 50160, filel):
for(i=0; i<110: i+=2)
{
for(j=0: J<456; j+-4)
{
combined=0:
fordii-i; ii<i+?2; iitt)
|
for(j  j: Ji<i+a Jit+)

i

combined+ -inbufferiii] [ jj
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}
outbuffer(i/2][j/4+7]=(combined+4)/8;
}

}
fwrite(outbuffer, 7040, 1, file2);

fclose(filel);
fclose(file?);




R R R
/% LRT-COMB.C %/
/* :‘:/
/* AIR FORCE INSTITUTE OF TECHNOLOGY %/
/¥ INPUT DISPLAY TO LOG POLAR JOINT TRANSFORM CORRELATOR W)
/% by Capt John Cline K4
/* SEPTEMBER 30, 1989 )
/* */
/*This program combines two 55x128 pixel TARGA files, "scene.lrt" and¥/
/*"template.lrt", to form a single binary file "lrt comb.tga". These¥/
/*two grey scale input files represent the log polar coordinate */

/*transform of the magnitude of the Fourier transform of a scene and */
/*template respectively. A third frame "erase.lrt" is the coordinate¥/

/*transform of an erased MOSIM, and represents a ‘system bias’. This¥/
/*system bias is subtracted from each of the other two inputs, and */
/*binarization is based on the mean value of the active region */
/*(a 55X114 pixel area in each file) of these two files after the */
/*subtraction. Zeros are used to fill in various unused regions of */

/*the 128X128 "lrt comb.tga" file. After creating this binary file, */

/

/%1t is written to the SIM to begin a joint transform correlation w/
/*using coordinate transformed magnitude of the Fourier transform */
/*features.

*/
e R e R R T T

#include "stdio.h"
#include "string.h"

float thrshld=0;

int i, j, x;

unsigned char slm{128][64], targabuffer[128][128]

unsigned char temp[128][128];

char targhead[] = {'\x00', "\x00', ’"\x03’, "\x00’
"\x00", "\x00', "\x00’, "\x00’
‘A\x80’, "\x00’', "\x80', '\x00'

, erased[55][1287;
\x00", "\x00",
\x00’, "\x00",
;o A\x087, A\x00" 1},

’

FILE *filel;

void main()
{
prepare_slm();

printf("reading data\n");
filel=fopen("\\targa\\template. lrt" "rb"):
fseek(filel,18,0);
fread(targabuffer,1,7040,filel);
fclose(filel);

filel=fopen("\\targa\\scene.lrt" "rb");
fseek(filel,18,0);
fread(&targabuffer{73]10].1,7040 filel);
feclose(filel);
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filel=fopen("\\targa\\erase.lrt","rb");
fseek(filel, 18,0);
fread(erased,1,7040,filel);
fclose(filel);

printf("calculating thresholds and binarizing\n");
for(j=7; j<121; j++)
{

for(i=0; i<55; i++)

{

thrshld+=targabuffer[i][j]-erased[i][]j];

}
)
thrshld=thrsh1d/6270;

for(j=7; j<121; j++)
{
for(i=0; 1<55; i++)
{
if(thrshld<targabuffer[i][j]-erased[i]}[]])
targabuffer{i]{j]=0xff;
else targabuffer[i][j]=0x00;

}

thrshld=0;
for(j=7; j<121; j++)
{
for(i=0; 1i<55; i++)
{
thrshld+=targabuffer[i+731[j]-erased[i][]j];
)
}
thrshld=thrsh1d/6270;

for(j=7; j<121; j++)
{
for(i=0; 1i<55; i++)
{
if(thrshld<targabuffer{i+73][j]-erased[ii[j])
targabuffer{i+73]{j]1=0xff;
else targabuffer[i+73][j]=0x00;

}

for(j=0; j<7; j++)
| for(i=0; 1i<55; i++)
! targabuffer{i][j]=0x00;
targabuffer[i+73][j]=0x00;
targabuffer{i+/3](j+121]=0x00;
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}

filel=fopen("\\targa\\lrt comb.tga","wb");
fwrite(targhead,18,1,filel);
fwrite(targabuffer,1,16384,filel);
fclose(filel);

convert_targabuffer to temp();
convert temp to slm();
write to_slm();

}

/7’:* *k kd *x *k S I % * N k% %% *k 2 Kk wk v SN z':“,’:/

prepare slm()

{

char far *semetex;

semetex = (char far *) 0xb0000000;

*(semetex+0x800)=1; J*kclear slmx/
}
/‘k* LR S S S A 5 S 2 S S R - S S ) R S ek "t Ve

convert_targabuffer to temp()

{
for(i=0; i<128; i++)
{
for(j=0; j<128; j++)
{
if(targabuffer{i]{i]==0x00) temp[i][j]=0x01;
else temp[i][3]=0x00;
}
}
}
I I T £ £ = S T T S s

convert temp to slm()

{
/*convert 2 pixels into an eight bit character for addressing the S

printf("creating SIM format \n");
for(x=0; x<128; x++)

{
for(j=0; j<l6; j++)
{
slm{x][4*%j] =2%temp[126-8%j][x|+temp[127-8%j {x +252"
slm[x][4*j+1]=8%temp{124-8%]] [x]+4%temp[125-8%] [x,+2473;
slm[x]{4%j+2]1=32%temp{122-8%j | [x]+16%templ122-8xj  x1 120,
slm{x][4*j+3]=128%temp[120-8*%j ! x]t64%temp 121-85] x40
)
}
i
/ X *k Xk Kk * v XK s Kk x N KR X




write_to slm()

{
/*Write the SIM array to the SIM*/
char far *semetex;
semetex = (char far *) Oxb0000000;
printf("writing to the SLM \n");
for(j=0; j<16; j++)
{
for(x=0; x<128; x++)
{
i=x+128%j;
*(semetex+i) = slm[x][4*j];
*(semetex+i) = slm[x][1+4*j];
*(semetex+i) = slm{x][2+4%*]];
*(semetex+i) = slm[x]{3+4%j];
)
}
*(semetex+0x801)=1;
)
/***********%k**x***********************************k***ﬁ*k***ﬁk******
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/* TOP-1RT.C

/%

/* AIR FORCE INSTITUTE OF TECHNOLOGY

/¥ SCENE ONLY DUSPLAY TO THE JOINT TRANSFORM CORREIATOR
/* by Capt John Cline

Vad SEPTEMBER 30, 1989

/%

/*This program displays only the scene half (upper 71x128 pixels) of *

/*the TARGA file "lrt comb.tga" onto the SLM. This program is part

/*of the coordinate transform joint transform correlator, and is run =

/*after the scene and template have been displayed together.

/5\ T 90 3 3 ok 3k 3 3k e db S S St S g S ok b ke s b e kS S b b R b e e e ek sl S b b e A e b e e e e e e e e

#include "stdio.h"
#include "string.h"

int i, j, x;
unsigned char sla[128]{64], targabuffer{128][128], temp!128]

FILE *filel;

void main()
{
prepare slm();

/*read in scene half only¥/
filel=fopen("\\targa\\1lrt comb.tga”,6 "rb");
fseek(filel,7314,0);
fread(&targabuffer{571{0},1,9088,filel);
fclose(filel);

convert targabuffer to temp();
convert temp to slm();
write to slm();

SRk kR Sk Rk ke %ok sk ok sk e stk et ek
prepare slm()
{

char far *semetex;

semetex = (char far %) 0xb0000000;

*(semetex+0x800)=1; Svelear sla

,/ wk xx x¥ ERi % sk Ax e R Y Sk
convert targabuffer to temp()
{
for(i=0; i<128: i++)
{
for(j=0,; j<128; jt++)
{
ifitacgabutfer 1,[j —-0x00" temppi-,jr- 0201,

AP




else temp[i][j]=0x00;

/*convert 2 pixels into an eight bit character for addressing

}
}
)
Rk ke kK ke bk Rk ok %ok
convert temp_ to_slm()
{
printf("creating SIM format
for(x=0; x<128; x++)
{
for(j=0; j<l6; j++)
{
sim(x][4*%j] =2%temp[126-8*]]
slm[x][4*j+1]=8%temp[124-8%]]
sim{x)[4*j+2] 32*temp[l22 8%
slm{x][4%j+3]=128%temn{120-8%
}
3
J
JERkk ok wk o Wk wk W ok

write to slm()
{

* ok ok k% k% kk k%

\n");

[x1+4252:

*)/').

\]+temp[127 8%j ]
X]+4*xtemp|125-8% J‘ix}

[

[
Jix]+16%temp[123-8%]1ix14207
*J

/*Write the SIM array to the >LM*/

char far *semetex;

semetex = (char far *) Oxb0000000;
printf("writing to the SIM \n");
for(j=0: j<16; j++)
{
for(x=0; x<128; x++4)
i=x+128%];
*(semetex+i) = slm{x]{4*%j]:
*(semetex+i) = slwlxl[1l+dxj],
*lgemetev+i) — clmi ] 2+4%] 1
*(semetex+i) = slmix|i3+4%§:;

j
}
*(gemetextO0xf0L)=1"

the

20
JIx]+64%temp121-8%] "x'462:

S/
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AIR FORCE INSTITUTE OF TECHNOLOCY
CORRELATION PEAK LOCATOR FOR THE JOINT TRANSFORM CORRELATOR
USING LOG POLAR COORDINATE TRANSFORM INPUTS
by Capt John Cline
Septembey 30, 1989

)
y ¢
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N
b

>

/%This program finds the top 15 values in the top and bottom crons-

/*correlation regions of the joint transform correlator correiation

/*plane file "corr. 1.i”. 1. rewrites the correlation plare tile with,

/*crosshairs at these peal locations in the cress corrclavion repions®

/%to the file "max.lrt". It also displavs the coordinates and valuess

/*of these peaks on the computer monitor.
*

FA AR RSO R R e A

/7'\‘7':7'(" R R g B s D A P P el e

C X oL
zinclude "stdio.h"

#include "string.h"

szinclude "math . h"

int 1, j, k, ii, jj. top est=0, bottest -0

int =b{15t, vbil5}, xe[15). vell5]:

int ilow, ihigh, jlow, jhigh;

chead 18], targabutter 20077128
16!
ansipned int botxi16° 0 botvilol, botvalucl 14

qansigned char ta

msipgned int tops , topyv 1O, topvaluells

FILE #filei;

vold mwain()

il

Jeinitialize valuess/

Forii=0; j<]F P14

topx 1-0;
topy i =0
topualue 1000
hotw" 1 0

oty 1 i)y
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for(j=0; j<128; j++)
{
targabuffer({i]{j]=0x00;

)

/*locate the 15 max values on the top¥/
for(i=150; 1<200, i++)

{
for(j=0; j<128; j++)
i
if{rvargabuffer{ij[j]>=100
{
if(toptest<lS) toptest++;
k=14;
while(targabuffer{i][j] >topvalue[k] && k>
{
topvalue[k+l]= topvalue[k
topx[k+l]=topx[k
topy[k+l]=topyfk
topvalue (k= argabufforiljij};
copx [k} =j;
topylki=i;
k-
)
!
?

/*locate 15 max values on the bottom=w/
for(i=0; 1i<®0; i++)

{
for(j=0; j<128; j++)
{
1f{targabuffer[i![j >~100)
{
if(bottest<ld) bottost++;
k=14,
while(targabutfer{i] | j; “borvalue’k &% k-
{
botvalue k] ~beotvalue 'k
botx{ktli=hotxlkl;
botyiktl -botv k'
botvalne b tarpabuafter 07
bot= ki
botv b 0
b
4 I W } vy 13 Y

0)




for(j=0; j<bottest; j++)

t
for(i=-3; i<4; i++)
{
targabuffer[boty[jl+i][botx[j]]=0x00;
targabuffer[boty[j]][botx[]j]+1]=0x00;
)
)
for(j=0; j<toptest; j++)
{
for(i=-3; i<4; i++)
{
targabuffer{topy{jl+i][topx[j]]=0x00;
targabuffer{topy{j]][topx[j]+i1=0x00;
)
}

printf("writing correlation file\n");
fil-~1=fopen("\\targa\\max.lrt", K6 "wh");
fwriteftarghead, 18,1, ,filel);
fwrite(targabuffer,25600,1,filel);
fclose(filel);

for(i=0; i<l15

)
'

;o144)

printf("su\tsu\tsul\tsul\tzu\tsu\n",topx[i], topvii . topvalue’i’,
botx[ij, boty i , bocvaluelil):

)

printf("press any key to continue");
getch();
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/* DISP LRT.C

VA AIR FORCE INSTITUTE OF TECHNOLOGY

Vas INPUT FILE MAKER FOR THE COORDINATE TRANSFORM JTC
/% by Capt John Cline

Ve September 30, 1989

/%

/*This program creates an array with two squares, one of which (ihe
/*scene) whose size the user can specify, and saves them in the TaARGA®/
/*file "display2.tga". This file will be used to correlate in the
/*coordinate transfcrm feature space. The programs DISPTOP.C (used
;s 7in the JTC) and DISPBOT.C will display these two patterns on the
/*MOSIM one at a time, so their Fourier features can bc¢ collected.

R R

SN

#include "stdio.h"
#include "string.h"
#include "math.h"

int col, row, length;

char targhead[] = {'\x00’, "\x00', "\x03’, "\x00', '\x00',  '""x00",
X000, AX007, A\x007, \x007, =007, TNx00" .
AXBO ) Ax00, Ax80', UANO0, ANO08' . T mbut g

unsigned char targa[128][128];

FILE *filel;

void main()
{

/*get square lengths and open file*/

printf("Enter scene square length of side (odd & max of 45yin'y:
scanf ("%d" ,&length);

printf("calculating\n"};
/*zero the matrix¥/
for(col=0; col<l28; col+t)
{
for(row=0; row<l?8: rowtt)
{

targalvrow[col -0,

JEwrite the scene squares/

fortcol-64-(Yength-1)/20 col<hore(length-1)/20 colit)
!

‘

fortrcw 105-(lenpgth-1) /770 rowslOat{lenpgth-10700 rowr

B
1

targa’rowicol: 2o




/*write the template square¥*/
for(col=57; col<72; col++)
{
for(row=15; row<3(C; row++)
{
targa[row][col]|=255;
}
}

/*save TARGA filex*/
printf("writing TARCA file to targa\\displayZ.tga‘n"):
filel=fopen("\\targa\\display2.tga", "wb");
fwrite(targhead, 18, 1, filel);
fwrite(targa, 16384, 1, filel);
fclose(filel);

}
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/% LRT-180.C w
/% Ny
/> AIR FORCE INSTITUTE OF TECHNOLOGY s
/% INPUT DISPLAY TO LOG POLAR JOINT TRANSFORM CORREIATOR W
/* by Capt John Cline oy
/= SEPTEMBER 30, 1989 v/
/* Ry
/*This program combines two 55x126 pixel TARGA files, "scene.lrt" andy/
/*"temrlate.lrt", to form a single binary file "1lrt comb.tga". Theses/
/*two grey scale input files represent the log polar coordinat. Ed

/*transform of the magnitude of the Fourier transform of a sceune and %/
/*template respectively. A third frame "erase.lrt" is the coordinates/

/*transform of an erased MOSLM, and represents a ‘system bias’. This®/
/*system bias is subtracted from each of the other two inputs, and w*/
/*binarization is based on the mean value of the active region W
/*(a 55X114 pixel area in each file) of these two files after the ey
/*subtraction. Zeros are used to fill in various unuscd regions cof ¥/

/*the 128X128 "lrt comb.tga" file. After cuoeating this binary file,
/*it is written to the SLM to begin a joint transform correlation
/*using coordinate transformed magnitude of the Fourier transform
/*features. THE DIFFERENCE BETWEEN THIS AND LRT-COMB IS THAT ONLY
/*ABOUT THE CENTER 180 DEGREES OF THE 360 TEMPLATE IS ISFD

/ Fek e e R Ko e de e e e e e e e e e e e e e e e e e e e e S e N e R e e e e e e e e e e e e

=include "stdio.h"
#include "string.h"

float thrshld=0;

int i, j, x;

unsigned char slm{128](641, targobuffer{128111281  erased 550128

unsigned char temp(128]{128];

char targhead[] = {'\x00’, "\x00", "% x03’, "\x00’,  ’‘\x00’ ' =00’
AXO0, Ax00", "\xCO0’, "\x00", "\x00", "\=z00",
A\X80', A\x00', "\x80’, "\x00', "\x08", 'sx00"};

FILE *filel;

void main()
{
prepare slm();

printf("reading data\n"),
filel=fopen("\\targa\\template. lvt" "rb");
fseek(filel ,18,0):
fread(targabuffer,1,7040,filel);
fclose(filel);

filel=fopen("\Ntarpa\\scens. Irt" "rhty;
fseck(filel 18 0):
fread(&targabuffer{/3:{0],1,7040, filel);:
felose(filel )

RIRY




filel=fopen("\\targa\\erase.lrt","rb");
fseek(filel,18,0);
fread(erased,1,7040,filel);
fclose(filel);

printf("caiculating thresholds and binarizing\n"),;

for(j=7; j<121; j++)

{
for(i=0; I<35; i++)
{
thrshld+=targabuffer{i][j]-erased[i][]];
}
}

thrshld=thrshld/6270:

for(j=7; j<35; j++)

{
for(i=0; i<55; i++)
{
targabuffer{i][j]=0x00;
targabuffer[i][127-j1=0x00;
}
}

for(j=35; j<93; j++)

{
for(i=0; i<55; i++)
{
if(thrshld<targabuffer([i][j]-evased1][] )
targabuffer{i][j]=0xff;
else targabuffer([i][j]=0x00;
}

)
f

thrshld=0;

for(j=7; j<121; j++)

{
for(i=0; i<55; it+)
{

}
}
thrshld=thrshld/62/0;

for(j=7; j<l21; j++)

{
for(i=0; i<55: 1+4)
{

T

if(thrshld<targabufferi+73] ] -erasedii 1]
tarpabuffer i ie730 0] -Oxtf
else targabufter[it/3; j -0x00;

)/7’,




for(j=0; j<7; j++)

{
for(i=0; i<55; i++)
{
targabuffer[i][j]=0x00;
targabuffer({i][j+121]=0x00;
targabuffer(i+73][j]=0x00;
targabuffer[i+731{j+121]=0x00;
}
)

/*write the binary file*/
filel=fopen("\\targa\\lrt comb.tga™,6 "wb");
fwrite(targhead,18,1,filel);
fwrite(targabuffer,1,16384,filel);
fclose(filel);

convert targabuffer to temp();
convert temp to slm();
write to slm();

I T = S S S S T S
prepare_slm()
{

char far *semetex;

semetex = (char far *) 0xb0000000:

*(semetex+0x800)=1; /vclear slur s
]
}
J ok kR ek Rk kP R ok ok ok kR ek R

convert targabuffer to temp()
|
for(i=0; i<128; i++)

{
for(j=0: j<128; j++)
{
if(targabuffer{i]{j]==0x00) temp{i jl=0x0l
else temp[i][j]=0x00:
!
i
Jie ok kW P

convert temp to slm()

/*convert 7 pixels into an eight bit character for addressing the STMY

printf("creating SIM format \n"):
for{x-0; =x<128; x+#)

&
for(j=0; j<lb6; jt+)




slm{x][4*]] =2%temp[126-8%j]]
slm{x][4*j+1]=8%temp[124-8%]]]
slm[x] [4*%j+2]=32%temp[122-8%]]
slm{x][4*j+3]=128%temp{120-8%]j

)

/*7': EX L S L E X S & S S S o 4

write to_slm()
{
/*Write the SIM array to the SIM*/
char far *semetex;
semetex = (char far *) 0xb0000000;
printf("writing to the SLM \n");
for(j=0; ji<l6; j++)
{
for(x=0; x<128:; x++)
{

1=x+128%j;

*(semetex+i) = slm[x][4%]];
*(semetex+i) = slm{x][1+4%*j};
*(semetex+i) = slm[x}[2+4“J]
*(semetex+i) = slm{x][3+4*]]

)
)
*(semetex+0x801)=1;

...........

X]+temp(127- 8KJ1[\J02)2
x]+4*temp[125-8%3 ] {x]j+2473;
[x]+16*temp[123-8*j ][ +20/;
1 Ix]+64%cemp{121-8%j ) w1163,
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/* LRT-NEG.C v/
/ * e/
/* AIR FORCE INSTITUTE OF TECHNOLOGY vy
Vad INPUT DISPLAY TO LOG POLAR JOINT TRANSFORM CORREIATOR s
/* by Capt John Cline s/
/% SEPTEMBER 30, 1989 W
/*This program combines two 55x128 pixel TARGA files, "scene.lrt” and¥*/
/*"template.lrt", to form a single binary file "lrt comb.tga". Thesew/
/*two grey scale input files represent the log polar coordinate W/
/*transform of the magnitude of the Fourier transform of a scenc and */
/*template respectively. A third frame "erase.lrt" is the coovdinater/
/*transform of an erased MOSLM, and represents « 'system bias’'. This¥/
/*system bias is subtracted from each of the other two inputs, and /)
/*binarization is based on the mean value of the active region o
/*(a 55X114 pixel area in each file) of these two files after the Wy

/*subtraction. Zeros are used to fill in variocus unused regions ot
/*the 128X128 "lrt comb.tga" file. After creating this binarv file. ¥/
/%1t is written to the SLM to begin a joint transform correlation W/
/*using coordinate transformed magnitude of the Fourier transform w/
/*features. THE DIFFERENCES BETWEEN THIS AND LRT-COMP ARE THAT ONLY */
/*ABOUT THE CENTER 180 DEGREES OF THE 360 TEMPLATE IS USED, AND THE
/*TEMPLATE IS NEGATIVE.

B e o i B e N s T N B e e N T e e S S S A e e S
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zinclude "stdio.h"
#include "string.h"

float thrshld=0;

int 1, j, x;

unsigned char slm{128][64], targabuffer{128:[128}, c¢rased!d5] 7178 ;

unsigned char temp{128}{128};

char targhead[] = {'\x00', "\x00', "\x03', "\x00', "\x00", "\x00",
AXOO, \x00", "\x00’, "\x00’', "\x00", "\x00",
"AXBO, ARO0T, "A\x807, \x00', "A\x08", "A\x00" )

FILE *filel;

void main()
i
{

prepare slm():

printf("reading data\n");
filel=fopen("\\targa\\template. lrt™, "rb"):
fseek(filel, 18.0);
fread(targabuffer,1,/040 filel):
fclose(filel);

filel=fopen("\\targa\\scene.lrt", "rb");
fseek(filel,18,0);
fread(&targabuffer{731[C],1.7040 filel);
fclose(filel);

)




filel=fopen("\\targa\\erase.lrt",6 "rb");
fseek(filel,18,0);
fread(erased,1,7040,filel);
fclose(filel);

printf("calculating thresholds and binarizing\n");
for(j=7; j<121; j++)

{
for(i=0; i<55; i++)
{
thrshld+=targabuffer{i][jl-erased(i}{j];
}
]

thrshld=thrshld/6270;

for(j=7; i<35; j++)

{
for(i=0; i<55; i++)
{
targabuffer[1i][j[=0x00;:
targabuffer1]{127-j]=0x00
}

t
i

for(j=35; j<93; j++)
|

for(i=0; 1<55; i++)

{
if(thrshld<targabuffer{il{j]-erased{i]{] )
targabuffer{i}[]j|=0x00;
else targcbuffer[i]!j]=0xff;
)
)
thrshld=0;

for(j=7; j<121; j+4+)
{
for(i=0; i<55; i++)
{
thrst ldt=targabuffer[ 1473 [j|-erased{i]] ]
J
}
thrshld-thrshld/6270;

for(j=7: j<121; j+t)

{
for(i-=0; i<55; i++)
!

targabuffer[i+73 [ )-Oxff;
else targabuffer[i+731[71=0x00;




}
for(j=0; j<7; j++)
{
for (i=0; i<55; i++)
{
targabuffer{i][j]=0x00;
targabuffer{i][j+121]1=0xC0;
targabuffer{i+73]{1]=0x00,
targabuffer!i+73]{j+121]=0x00;
)
}

/*write the binary filex/
filel=fopen("\\targa\\lrt_combh.tga","wb");
fwrite(targhead,18,1,filel);
fwrite(targabuffer,1,16384,filel);
fclose(filel);

convert targabuffer to temp();
convert temp to slm();
write to slm();

et U PLPRN it o ate PO, BN SR e B ot Lot et
/1\4\ X N K% KK XN KK *w Kok o gl

prepare slm()

{

char far *semetex:

semetex = (char .r *) 0xb0000000;

*(semetex+0x8uyu,=1: SrcTear sl
}
R *k ok * % * K K% TR oW % Kk ok e

convert targabuffer to temp()

!
[

for(i-0; i<128: i++)

{
for(j=0; j<128; j++)
!
if(targabuffer{i]|jj==0x00) temp{i:{j =0x01;
else temp[ ]{j]:ﬂxOO:
)
!

R
convert temp to ~lm()
‘

Jrxcoanvert 2 pivels into an eight bhit chavacter for addressine the siMs

printf("creating SIM format ")
for(x=0: x<128; x+t)




}

[/
wri

{

for(j=0; j<i6; j++)
{
slm
slm

[x][&*j] =2%temp[l26-8%j] x]+temp{127-8%j; x1+252;

(%]
slm[x]

(x]

(

[4%j+1]=8%temp[124-8%j][x]+4*temp[125-8%] [« +242;
(4%j+2]=32%temp[122-8%j][x]+16%temp[123-8%] "x +/07;
(

slm a*j+3]=128*%temp[120-8%j ] [x]+b4%temp121-8*%] "x 4073

I T £ A T e

te to slm()

/*Write the SIM array to the SLM*/
char far *semetex;
semetex = (char far *) 0xb0000000:;
printf("writing to the SIM ‘n"
for{j=0; j<l6; j++)
{
for(x=0; x<128; xt+)
{
1=x+128%];
*(semetex+i)
*(semetex+1i) slm]
*(semecex+1i) slm|
*(semetex+i) = slm|x

Il

slm[x][4%j];
Ix][1+4%] ]

24457 ]

{3+/47':j ] ;

X
X
X

i

)
]
]
]

1
i

]
*(semetex+0x801)=1;
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